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Nonunique stationary states in driven collisional systems with application to plasmas

E. Carlen,! R. Esposito,2 J. L. Lebowitz,®> R. Marra,* and A. Rokhlenko®
1School of Mathematics, Georgia Institute of Technology, Atlanta, Georgia 30332-0160
2Dipartimento di Matematica, Universita di L’Aquila, Coppito 67100, L’Aquila, Italy
3Department of Mathematics and Physics, Rutgers University, New Brunswick, New Jersey 08903
4Dipartimento di Fisica, Universita di Roma Tor Vergata, Via della Ricerca Scientifica, 00133 Roma, Italy
(Received 16 September 1994; revised manuscript received 13 February 1995)

We study a driven particle system whose velocity distribution f(v,?) satisfies a Boltzmann equation with a
nonlinear collision term, and linear terms representing collisions with thermalized particles of another species
having a specified Maxwellian distribution, and a driving force. We prove that when the nonlinear terms
dominate, f(v,t) is kept close to a Maxwellian distribution M (v;u(t),e(t)) with parameters u(¢) and e(?)
satisfying a system of nonlinear equations—the “hydrodynamic” equations. This result holds even when their
stationary solution is nonunique, corresponding to a dynamical phase transition for f in such systems. We apply
our results to a model of a partially ionized spatially homogeneous plasma in an external field E.

PACS number(s): 52.25.Dg, 05.20.Dd, 52.35.— g, 51.50.+v

Our understanding of nonequilibrium phenomena is very
incomplete at the present time. In particular, there is no gen-
eral microscopic theory of the nonequilibrium phase transi-
tions observed in fluids, plasmas, chemical reactions, etc.
Theories of such phenomena are at present based entirely on
solutions of hydrodynamical type equations. These show
how the great variety and complexity of nonequilibrium be-
havior can arise from the nonlinearities in the macroscopic
equations [1]. It has not been possible however, so far, to
derive these hydrodynamical equations, in the interesting pa-
rameter ranges, from the microscopic dynamics. All we have
microscopically are molecular dynamic simulations of sys-
tems of particles (<10°) interacting via simple pair poten-
tials, and the study via analytic means and/or computer simu-
lations of highly simplified (lattice) model systems [2,3].
Lacking thus far are proofs of the existence of a nonequilib-
rium phase transition in any microscopic models of a physi-
cal system with Hamiltonian type dynamics.

Given the notorious difficulties encountered in deriving
hydrodynamic equations from Hamiltonian dynamics even
for systems with smooth macroscopic behavior [4] it seems
reasonable to consider first the intermediate problem of start-
ing with a kinetic description of the system using Boltzmann
type equations [5]. Even for this level of microscopic de-
scription all the known proofs for the validity of hydrody-
namic equations involving spatially nonuniform systems
work only when these equations have unique smooth solu-
tions [5]. To overcome this difficulty we consider here a
spatially uniform system driven away from equilibrium by
an externally imposed force. We prove, in simplified but still
recognizable physical situations, that when the nonlinear col-
lisions are sufficiently strong relative to the linear effects, the
kinetic description closely tracks the macroscopic equations
even when the driving is sufficiently strong for the latter to
predict phase transitions. More precisely, we show that in
this regime, the one particle velocity distribution function
f(v,t) is kept close to a Maxwellian M (v;u(2),e(t)) with
parameters u(f) and e(t) satisfying a system of nonlinear
equations, which are the “hydrodynamic” equations, and
that this is true even when the stationary solutions of these
equations are nonunique.
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The methods developed to prove these results use the en-
tropy production in collisions to control the distribution
function. They apply to a wide class of spatially homoge-
neous cases and will hopefully be useful also for nonuniform
systems. However, even in the spatially homogeneous set-
tings considered here, expansion methods of the Chapman-
Enskog type, usually the basic tool for establishing a connec-
tion between kinetic and hydrodynamic descriptions, are not
applicable in the strongly driven range in which the nonu-
niqueness occurs.

Here we shall focus on a simple model inspired by some
earlier work on a partially ionized plasma in a constant ex-
ternal electric field E [6]. An approximate description via
self-consistent moments led there to a coupled set of nonlin-
ear equations for the stationary electron current ¥ and tem-
perature 7' whose stationary solution yielded bistable behav-
ior for certain ranges of E. The onset of this behavior can be
understood as a transition, when the speed of the electrons
increases with the field, from a low energy regime in which
there is a strong coupling to the ions to a high energy regime
where this coupling essentially vanishes. In the absence of
electron—neutral-species collisions this leads to a runaway
situation [7]. With neutral species present the stationary dis-
tribution would be smooth as E changes in the regime where
one can neglect the nonlinear coupling induced by the
electron-electron collisions. This is the case when the elec-
tron density is very low. One can then use the “electron
swarm” approximation [8]. At higher densities the e-e colli-
sions produce cooperative effects which can lead to instabili-
ties.

In the present work we give a rigorous mathematical deri-
vation of the validity of a macroscopic description and ipso
facto of the existence of nonunique stationary states for a
class of such driven kinetic models in which the collisions
between the particles are “dominant” and prevent the distri-
bution from deviating too much from a Maxwellian. This
means that f(v,t) has to stay close, in the function space of
velocity distributions, to the manifold of Maxwellians pa-
rametrized by a mean velocity and temperature. This can
lead under suitable conditions to the bifurcation of the
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unique stationary fixed point in this space valid for small E,
to multiple stationary states for larger E. (At very large E the
solution may again be unique.) For concreteness we shall
refer from now on to our particles as electrons and use the
general language of plasma physics even though the ideali-
zations we make may not be justified in some situations.

Our starting point is a Boltzmann type equation [5-8] for
the time evolution of the spatially homogeneous electron ve-
locity distribution function f(v,t)

df(v,t)
ot

=—E-Vf+Lf+e 'Q(f), m

where V is the gradient with respect to v and the mass and
charge of the electron have been set equal to unity. The linear
term L f represents collisions with the ions and neutral spe-
cies; it is linear because we assume these strongly coupled
massive components to have a specified time independent
Maxwellian distribution (the generalization to the case where
the ions are also out of equilibrium is straightforward). We
have introduced a coupling parameter €' in front of the
nonlinear term Q(f) representing e-e collisions. This is fre-
quently done in kinetic theory [4]: its significance will be-
come apparent later.

The effect of L is to bring f to equilibrium with the “ther-
mal bath” represented by the massive particles, i.e., to a
Maxwellian distribution M, with zero mean velocity and an
a priori specified temperature T, (set here equal to unity) of
the neutral species and ions; M ,(v)=(27)~ *exp[ —v?/2].
In the absence of the external field E, f(v,t) would approach
M ,(v), as t—, since the collisions between the electrons,
represented by Q(f), conserve momentum and energy and
Q(f) vanishes when f is any Maxwellian. When E# 0 the
electric field drives f away from equilibrium with the ions
and neutral species while Q(f) tries to bring the distribu-
tion to a general Maxwellian M(v;u,e)=(27)  *exp[—(v
—u)?/2T] with the instantaneous value of momentum
u(t)=fpsvf(v,t)d®v and energy e(t)=3ifpsv%f(v,t)dv
=132+ 2T. Just how effective these collisions are in keeping
f(v,t) close to a Maxwellian is formally controlled by the
parameter €, which measures some effective mean time be-
tween electron-electron collisions. Our results apply when
€ is “small enough.” In physical terms we consider situa-
tions in which the e-e collisions dominate the electron—
neutral-species interactions and the effects of the external
field. This essentially requires that the electron density (or
ionization fraction) not be too small and the electric field (in
suitable units) not too large; see [6] for a discussion of ap-
propriate physical situations. When the field is large we cer-
tainly have to worry about deviations from the Maxwellian
in the tail of the distribution.

To carry out a mathematical proof one needs some condi-
tions on the operators L and Q. We state the main properties
we need and then give the simplest explicit example which
still contains the essence of the phenomena. More physical
and therefore more complicated models will be described
elsewhere [9]. As already mentioned, the collision kernel Q
is such that mass, momentum, and energy are conserved in a
collision. Moreover, the entropy production singles out the
class of Maxwellian distributions as the only one for which
Q(f)=0. The operator L is assumed to conserve only the

particle number, but the rates at which momentum and en-
ergy are changed may not be of the same magnitude: the
latter being reduced by the ratio of electron to neutral masses
for elastic collisions. The crucial conditions on L, beyond
the conservation of mass, are that it is able to remove energy
and momentum from the system at a rate sufficient to permit
the establishment of a stationary state. At a more technical
level, momentum bounds and smoothness conditions are re-
quired for L and Q [9]. All these conditions are satisfied for
fairly realistic kinetic models; see also [10].

The simplest model having the desired mathematical
properties which still keeps much of the essential of the
physics is to choose for L a combination of two terms: (a) a
relaxation term with constant frequency v which conserves
energy but makes the electron velocity isotropic (correspond-
ing to the mass ratio of neutral species to electrons being
infinite); (b) a Fokker-Planck term mimicking the energy loss
in collisions with both neutral species and ions. To take into
account the fact that the energy transfer to the ions decreases
as the speed of the electrons increases we make the diffusion
D(v) in the Fokker-Planck term decrease with v to a con-
stant nonzero value. This gives

f(v) ) C©

M, (v)

Lf(v,t)=v[f-f]+V- [D(v)M,,(v)V(

where f(|v|,t) is the sphericalized velocity distribution ob-
tained from f(v,t) by averaging over angles. For D(v) we
choose a form which will lead to explicit simple expressions
for the hydrodynamic equations later

D(v)=a exp(—b|v|*/2)+c 3)

for some strictly positive constants a, b, and c¢. For Q(f)
we take the Bhatnagar-Gross-Krook (BGK) model of the
Boltzmann collision kernel [5],

Q(f)=M;~f, (4)

where for any velocity distribution f, M, denotes the Max-
wellian distribution with the same mean and variance as f.

Since Q(f) drives f close towards the Maxwellian mani-
fold M we should have, formally at least, that in the limit
€—0, f will equal M for all time #>0. To keep track of the
evolution of f we would then need only keep track of the
moments u(¢) and e(¢). Our first theorem shows that this
situation actually holds for small, but positive, values of €.

Theorem 1. Let f be a solution of (1) with f(v,0)
=M (;u(0),e(0)) some arbitrary Maxwellian. Then there
is a constant K depending only on », a, b, ¢, |E|, and
e(0) such that for all positive ¢,

szlf(””)_Mﬂ-,t)(v)ld%sKel/Z, )

The requirement that f(v,0) be Maxwellian is not essential,
otherwise there is an initial layer, t<<tq(€), with £,(€)—0 as
e€—0, after which (5) is valid [9].

Our next problem is then to find the moments u(¢) and
e(t). Using the prescription f=M,, which would be valid
when “e=0,” one easily obtains for the choice (2)—(4),
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FIG. 1. Plot of electron temperature 7 and mean velocity u
obtained from the solution of Eq. (6) as a function of the electric
field.

u 1+b
B e ep(ow)
(6a)
de 2
=7 =G (uw.e)=Eu—c[2e(1- )+ Bu’]
exp(—w) 1-B
G el sor )|
(6b)

where 87 1=T=% e~ u?), and w=bu?/2(1+bT). Solving
(6) for the stationary values of u and e gives, for certain
ranges of E, three such pairs, two stable, and one unstable;
see Fig. 1.

For a small € we prove that the moments u.(¢) and
e (t) satisfy the equations du./dt=F(u.,e)+ e"*y(t) and
de./dt=G(u.,e)+ e n(t) with y(t) and 7(t) bounded
uniformly in ¢. This shows that if u(0) and e(0) are inside a
stable region of the (u,e) plane for a dynamical system de-
scribed by the differential equations (6) then u.(¢) and
e (t) will stay close to the solutions uy(#),eq(¢) of (6). Con-
sequently, by Theorem 1, f.(v,t) will stay close to
M@;uy(t),eq(t)). Moreover, when there is a stable fixed
point of (6), (u™,e*), then it will have a basin of attraction
with a stable interior. Starting with an initial 2(0) and e(0)

in such a region f(v;t) will stay close to M(v;u*,e*) for-
ever. This leads to the following result for the stationary
solutions of (1).

Theorem 2. Let (u™,e*) be a stationary point of (6) and
T* the corresponding temperature. Then for € small enough,
there exists a unique stationary point in an € neighborhood of
M(u;u*,T*), and there are no other stationary solutions of
(1) that do not correspond to stationary solutions of (6).

Moreover, if (u*,e*) is a stable stationary solution of (6),
then there is a neighborhood of M (v;u™,T*) that is stable
for (1). More precisely, given any §>>0, there is an € greater
than zero such that if

If(0,0)—M(v,u*,T*)|<e )
then the f(v,t) which solves (1) with the value of € satisfies
IF(v,6)=M(v;u*,T*)|< & )

for all £20. Likewise, the unstable stationary solutions of (6)
can be shown to correspond to unstable stationary solutions
of (1).

The detailed description of the stationary solutions fol-
lows by their almost explicit construction. In fact, one can
show that the moments (u.,e.) of the stationary solution
fe satisfy a closed equation of the form F(u,,e,)
+€F (u.,e)=0, G(u.,e)+ €G (u.,e)=0, with suit-
able F, and G.. An application of the implicit function theo-
rem then yields (u,,e.) in an e neighborhood of (u*,e*).
These moments determine M f. and hence f. itself, using the

stationary equation. This construction is peculiar to the
choice of the BGK collision kernel, but the results extend to
more general collisions.

Our proof of Theorems 1 and 2, whose details will be
presented elsewhere [9], has several ingredients. First we
prove by direct calculations and ““interpolation inequalities”
some a priori bounds on the moments and smoothness of
f(v,t). We then prove an entropy production inequality to
get strong bounds on the tendency of the BGK operator to
keep f nearly Maxwellian.

To get an idea of how the latter works consider the time
evolution of the system’s “free energy” A(t)=[e—T,s]

A(t)= J’ [%v2+lnf]f(v,t)d3v

= f In(f/M)f d*v—3In2 7, (9)

where T, is the ion and neutral-species temperature which
we have set equal to 1. Using the properties of L and Q we
find after some manipulations

%A(t)zE . u-—4f DM (v)[VVfIM,*d>v

1
— ;f In(f/M ) f—Mldv. (10)

Combining (10) with other inequalities and bounds leads to
the inequality



RAPID COMMUNICATIONS

52 NONUNIQUE STATIONARY STATES IN DRIVEN. .. R43
N operator with suitable cross sections e.g., one appropriate for
f In(f/Ms)f(v,t)d v=<eK, (11)  a Maxwell force law. We can even choose a combination of

where K is a constant. This shows that f has to stay close to
M when € is small.

As already mentioned, our methods allow us to treat more
realistic collision kernels L and Q. In particular, we can
choose for Q(f) a real Boltzmann binary (linear) collision

a Landau operator suitable for plasmas [7] and a Maxwell
one.
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