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We investigate the dynamics of a quantum particle coupled to a boson heat bath. Using a real-
time path-integral formalism, we obtain the Wigner distribution of the particle in the form of a
power series in the strength of the anharmonicity ¥,. This series is shown to converge for all V,
when ¢ is fixed and for small ¥, uniformly in z. The latter proves the convergence to equilibrium for
small anharmonicities. The effects of initial conditions on the evolution are studied by explicitly
considering two types of initial states: product states and mixed Gibbs states. We show that in cer-
tain cases the evolution of the mixed states which avoid many pathologies of the product states,
arising from the removal of the cutoff on the frequency distribution of the bath, can be related to
that of product states when the latter are started at t = — 0. We also solve exactly a simple station-
ary nonequilibrium model, a harmonic system in contact with two thermal baths, and derive an al-
ternative criterion for a practically useful quasiclassical approximation. Finally, some connections
to the Josephson junction are discussed. These include (a) the Green-Kubo-Einstein relation be-
tween the mobility and the diffusion constant of the washboard potential and (b) the time evolution
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of a rf superconducting quantum interference device.

I. INTRODUCTION

The dissipative dynamics of a quantum system, with
one or few degrees of freedom, coupled to a heat-bath en-
vironment, has been the subject of many investigations:
for a general review and references see Refs. 1-3. Given
an initial state of the whole system, consisting of a parti-
cle plus the environment, we are interested in the evolu-
tion of the reduced density matrix of the particle ob-
tained by tracing out of the bath degrees of freedom. In
contrast to the classical case there are severe restrictions,
physical and technical, on the type of initial states one
can deal with for a quantum system.*> There are also
problems with the ‘“‘approach to equilibrium;” only the
free and harmonic cases have been studied carefully. In
this paper, we investigate the time evolution of two kinds
of initial states: the product state' 3 and the mixed Gibbs
state.® By using the Keldysh technique® (where one looks
at the quantum time-ordered evolution along the complex
Baym-Kadanoff contour’) the different initial states can
be treated in the same framework and the trace over the
environmental variables done in a compact form. This is
carried out in Sec. II for a general frequency distribution
of the bath and both types of initial states. It yields the
Wigner distributions® of anharmonic systems in the form
of a power series in the anharmonicity V.

In Sec. III we study the problem of approach to equi-
librium in the Ohmic limit where the dissipation spec-
trum is linear at low frequencies. We also discuss there
the relation between the two kinds of initial states and
the problem of removing the cutoff of the frequency dis-
tribution of the heat bath. In Sec. IV, a nonequilibrium
model consisting of two thermal baths and two harmonic
oscillators is further considered. Section V is devoted to
the quasiclassical approximation.’ This approximation
replaces the operator Langevin equation (which is
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difficult to solve) by a quasiclassical c-number version of
it, taking, however, the spectrum of the random noise to
be colored in a suitable way. We derive a criterion for
the validity of this approximation by using the results of
Sec. II. Finally, in Sec. VI we discuss two problems relat-
ed to the Josephson junction: (1) the mobility, diffusion
constant, and the Einstein relation associated with the
current-biased- junction; (2) the time evolution of the rf
SQUID with a mixed initial state. Since the mobility in
(1) has been extensively studied recently,!°” ! we mainly
focus here on the discussion of the Einstein relation.

Some algebraic work is put in the appendixes. There
are four of them: Appendix A contains the derivation of
the path-integral formalism; Appendix B contains the
basic mathematical work associated with the mixed ini-
tial state; Appendix C evaluates the Jacobian of the path
integration over the center-of-mass paths in the presence
of nonlocal (retarded) interactions; and finally, Appendix
D gives the upper bound of the anharmonic expansion re-
quired in Sec. ITI B.

II. GENERAL FORMALISM

A. The reduced density matrix

We consider a system consisting of a particle of mass
M moving in a potential V(x) and a ‘“heat bath”
representing its environment. The total Hamiltonian is

A=A,+A,+1,, 2.1
with
~2
2 S A
Hp——P—ZM +V(R), (2.2a)
A,= 3 #waLa, , (2.2b)
k
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the particle’s and environment’s Hamiltonian, and
o A T CIE a2
HC=X ZCk(ﬁk—Fak)—l-E”x 5
k . fiog

(2.2¢)

the coupling interaction [the second term in (2.2c) cancels
the adiabatic potential shift induced by the first term].
{a,.a I} is the set of creation and annihilation operators
of the boson bath and the carets indicate that the objects
are operators. It is convenient to introduce the dissipa-
tion spectrum! 3 defined as

J(@)=73 C}lo—w,)—8lwtw)], (2.3)
k

which will be taken, in the thermodynamic limit, to be a
smooth function of .

Given a density matrix £(0) at time 0, we call
plt)=Tr,[fi(2)] the reduced density matrix for the parti-
cle (where the subscript e indicates the “environment’)
and write its position representation in terms of the sym-
metric, Q@ =(x +x')/2, and antisymmetric, » =(x —x"),
coordinates,

p(O,r)=(Q+r21pn)Q —r/2) . (2.4)
The Wigner distribution® is then given by

—Lpr

p (2.5)

w(Q,P,t)Ef—Z‘{j:—ﬁ (Q,r,t)exp

We will consider the following two kinds of initial
states: (A) A product state' “>!® given by

Rp(0)=p(0)exp(—BH,)/Tr,[exp(—BH,)],  (2.6)

where p(0) operates on the particle’s variables only. The
product initial state, though somewhat artificial and beset
with serious difficulties in certain limits,*° is very con-
venient for computations. Physically, the product state
assumes a sudden switch-on of the coupling at ¢t =07,
(B) An equilibrium type of state in which the particle and
the bath are coupled as in (2.2b) and (2.2¢),

expl—BA, +A,+H,)]

ﬁM(O): = ~ R (2.7a)
Trexp[ —B(H,+H, +H,)]
where
~2
5 _p° (o
H, M +Vi(x), (2.7b)

with V;(X) an “initial potential” which can differ from
V(%) in (2.2a). The physical meaning of this “mixed ini-
tial” state is that the system is prepared by letting the
particle equilibrate with the bath under the potential
V(). If Vi(x)=V(X), then the total system is in
thermal equilibrium at ¢t =0 and will remain so for all ¢.
In practice it is often convenient to choose V;(X) to be a
quadratic confining potential.

The evolution of the reduced density matrix for a
type-(A) initial state can be written as a linear transfor-
mation of the initial p:

p(Qprp )= [ dQudrid p(Qy 1y, 150:,7:,0)p(Q,,7,,0)
(2.8a)

where the subscripts f and i are to remind us of the final
and initial values of the path. There is no corresponding
transformation independent of p(Q,r,0) for a type-(B)
state. It is nevertheless convenient to write p at time ¢ in
the form

p(Qf’rf’t>§ findriJM(Qf’rf’t;Qi:r[;O)(Zr)kl R
(2.8b)

where

Trexpl —B(A, + A, +H,)]
zZ,= A

is just a constant. In this form both Jp and J,, can be ex-
pressed in terms of path integrals over a contour vy, see
Fig. 1,

Ja(Qf)rfyt;Qi’riyo)

= reya:DZ (7)exp

F,[z(m)], (29

;;—Sa[z(v')]

where a= P or M corresponds to the two kinds of initial
states; S,[z(7)] is the bare action of the particle and
F [z (7)], which contains all the influences from the heat
bath, is given in (A8). The boundary conditions associat-
ed with (2.9) are also stated in Appendix A. In particu-
lar, for the product state the contour ¥, on which the

l 0+ ie 1 t + 1€
2i¢ 1
i
I 0 - e i t - e
III complex-time plane
—ifh

FIG. 1. Schematic representation of the (Baym-Kadanoff)
contour . Note that the quantity € is infinitesimal.
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path integral is defined consists of only the first two parts
of ¥, ¥y and vy, whereas for the mixed state y,, =y with
V(z(1))=V(z(71)) for T€ ¥ In the latter case one has
to face the difficulties arising from the coupling between
the real and imaginary axes.

B. The influence functional

It is convenient to introduce the center-of-mass and
relative coordinates by

Fp[Q,r]=exp
where

n=2[" ‘;:T" CACL P (2.11a)
an=[" ‘;:‘T)J( ) # coth Bﬁ“’ cos(wT) (2.11b)

and J{(w) is defined in (2.3).

To obtain the influence functional for the mixed initial
state we need to first carry out the additional path in-
tegral over the segment ¥y, i.e., over the imaginary-time
axis. Restricting ourselves to the case V;(X)=MwX */2
and denoting the integration variable by ¢(7) with
TE[0,B#], we find

FylQ,r1=FplQ,r]I[Q,r] . (2.12a)
I[Q,r]is the path integral
qBRY=0Q,+r,/2
I[Q’r]:fq(0)=Qi*ri/2 Dg (r)exp{ —S[q(7)]} ,
(2.12b)
I -z Uprl-z 1 0
O e 2| " 20, |27 2
where
_ & 1 & M(K,—Mn}) > 14b)
Ux_nzoo ﬁKn, Up_nzw—m(v:— @.

are, respectively, the mean-square position and momen-
tum of the particle in the potential V,(X). Note that the
first factor Z, on the right side of (2.14a) cancels exactly
with that in (2.8b). In the Ohmic limit the various ex-

Y.-C. CHEN, J. L. LEBOWITZ, AND C. LIVERANI

1 t T, , , i t T4 Ve ’
_ﬁfod'rfo dr'r(T)ayt—7)r(r )—Zfodr [fo dr'r(ta(r—7)Q(r") +r () (7)Q,; ] ] ,

I8

z(r+ie)+z(r—ie)
2 bl
=z(r+ie)—z( T€[0,t]

Qlr)=

r(r) T—Ii€),

and combine ¥; and yy; (the forward and backward con-
tours) into a single contour running from 0 to ¢. It is then
easy to find for the product initial state the influence func-
tional®:13

(2.10)

where S[qg(7)] is the total effective imaginary time (Eu-
clidean) action which contains also the influence from the
real axis. To obtain it we define the Fourier transform

= 3 q.expliv,7), v,= 2mn

2 Bh n integer . (2.13a)
S'[g(7)] can then be written as
S[q(*r)]=-/2i i K,lg,1—i 2 4ufn,  (2.13b)
n=—o
with
K,,=M(vf,+w%)+2f_ww§—:—z)% : (2.13¢)
f,,=%folds r(s) _0; Z: me% 2 [wcos(ws)
+v,,sin(cos)]‘ .
(2.13d)
This gives, see Appendix B,
2
- ] —%néw fﬁ,{{ —%éw% , (2.142)

pressions can be evaluated more explicitly; they are
presented in Appendix B.

C. Wigner distribution

In the rest of this section, we shall only consider type-
(A) states; the corresponding results for the type-(B)
states will be discussed in Secs. III and VI. Note that the
first term in (2.10) can be expressed in terms of an aver-
age over a Gaussian stochastic process'*
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1. Harmonic case
exp

1 4 T ’ Lt ’
7 fodeo dr'r(T)ay(r=7")r(r )} When V,(x)=0 we can easily integrate over r(r).
Evaluating the path integral in a standard way, !* namely
it discretizing time by steps e=t¢ /N, we find that it gives a §
P deTr(T)g(T) b§ > 215) function over the path space of Q(r) (we keep track of
the exact prefactor of the path integral):

= <exp

where £(7) is Gaussian noise with covariance

(E(NET ) =ay(r—T") . (2.15b)

NN—l

1 1 8Ye), (2.20a)
k=1

27h

M

€

We can now incorporate the influence function (2.10) into

the bare action of the particle. This leads to where

—20,1+0,
Qe m20+ Q-

JP(Qf,rf,t;Q,»,ri,O) Yk: c _GVI;(Qk)+€§k
- L k
~<fi’Q=7)“”‘P ,V,Sefr[Q”]] )5 (2.16) —€ S (Q, —Qn_1)ake—me)—eQ,a,lke) .
m=1 ’
with (2.20b)
Serl Q7] '
, . , ’ The d functions indicate that the paths Q (7) are restrict-
= f dr | MiQ+V |Q— 5T V Q+E ed to the solutions of the generalized Langevin equation
0 with memory

—r|a(1)Q —&(r) o .
r\a‘ Pl MO+ fodra,(r—'r’)Q(T')+ Vi@ =&(r)—ay(1)Q; .

+/ d7’a,(r—7')Q(T’)‘ LI 2.21)
W t decompose the potential into two parts, To integrate over Q(7), we need to ﬁn.d both the
¢ nex_ P P P solution(s) of the Langevin equation (2.21) with the fixed
V)=V, (x)+V,(x) (2.18)  youndary condition Q(0)=0Q;, Q(1)=Qy, and the Jaco-
with bian of the transformation (2.20b). The latter is calculat-
ed explicitly in Appendix C for a general potential and ar-
V,(x)=1Maodix>—Fx (2.19a)  bitrary dissipation spectrum J(w). For the harmonic po-
and V,(x) is an anharmonic potential which we choose tentxa!, the transformation (2.2(21b) 1s l;lnea?so l:hidt the
for concreteness to have the form!©™ 12 Japoblan is path 1ndepepdept and can therefore be deter-
mined from the normalization of the final density matrix.

V,(X)=V,cos[ko(X—b)] . (2.19b)  This gives

J
-1

_ 27# 90, i . :

JP(Qf,rf,t;Q,-,r,-,O)—< Y ‘BE exp Z(Merf_MQiri) >§ , (2.22)

where Q, and Qf are the initial and final velocities determined from the solution of the Langevin equation (2.21). It
should be emphasized that the boundary phases in (2.22), which are often ignored or incorrectly presented in the litera-
ture, are very important to ensure correct final results. In general there may exist, for a given ¢ and (Q/,Q;), a number
of (Qy,Q;) that satisfy Eq. (2.21). It is therefore convenient to transform the fixed boundary problem into an initial-
value problem. Hence, rather than fixing (Q;,Q/), we start with a given (Q;,0;) and obtain the solution (Q(2),Q(¢)) at
the final time. Then, using (2.22), it is not difficult to find

M . i . .
JP(Qf,rf,z;Qi,ri,0)=<ﬁfdQ,-cS(Qf——Q(t))exp EM[Q(t)rf—Q,.r,-] J>§ . . (2.23)
This gives the Wigner distribution
w(Qf,Pf,t)=<fdQ,~dP,~w(Qi,Pi,O)S(Qf—Q(z))S(Pf—P(t))> =(8(Q;—Q()8(P;—P(1))) , (2.24)
¢ ;

where P(2)=MQ(z), P,=MQ;, and the average ( ) without the subscript £ is now with respect to both the initial dis-
tribution and the Gaussian random process. If the initial distribution is also Gaussian, as is often the choice in practice,
we can use
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8(x)= f_mw;i—frexp(ixy)
and bring the average up to the exponent. It is then simple to find the final distribution,
1 (p[Qr—Q(D]+y' [P, —P()]}?)
w(Q,Prt)=—— dy dy'exp | — (2.25)
Qf f (2,”)2 f‘w y ay p 2
2. Anharmonic case
Following Fisher and Zwerger, '° we expand the exponential of the effective action (2.17) via
exp | =L ['dr{V,(Q+r/2)=V,(Q—r/2)]
%Yo 1 a
" t t
t n 2
=1+ "§ — fodtn fo dt,_, fo de K, (t,,t, . - . ,tl)] , (2.26a)
where
d . fikor n
Kttty 1y st))= 3 II o sin{ko[Q(t))—b]} |exp fdr 2 o;8r—1,) || . (2.26b)
fo;=+1} i=1 ji=1

Each order contributes to the remaining action (being quadratic or linear) a term linear in r(7); this new term
represents a series of & forces. Therefore, we can carry out exactly the path integrations as before once we solve the
modified Langevin equation in the presence of the 8 forces [cf. (2.21)]:

MQ+f dra(r—7)Q(r)+Vi(Q)=a,(T)Q; + 2 0;8(r—1;)+&(7) . (2.27)
ji=1

The solution of (2.27) can be decomposed into two parts

Q,(Q;, Py, [ §(7") ])"QO(QnPr>7[§(T)})+— E o;8(r—t;), (2.28)

j=1

where Q, is the solution in the absence of the & forces and is subject to the initial condition Q4(0)=Q;, P(0)=2P;, g(7)
. is the Green’s function of the homogeneous part,

Mg (r)+ fo’dr'al(r—f')g(r'HMmgg(¢)=5(r) (2.29a)
with the initial condition
g(r)=g(r)=0 for 7<0. (2.29b)

The Wigner distribution at time ¢ is now given by

w(Qf,Pf,t)=<8(Qf—Q0(t))8(Pf—Po(t))

t
+ z f dt, foza’tl 3 8(Q,—Q, (08P, —P, (1)
[aj=t1}
n
X ] o;sin{ko[Q,(¢;)—b1) | ), (2.30)
i=1
f
where the average is again with respect to both the initial (A4)= fdedew(Qf,Pf,t)Aw(Qf,P/)
distribution and the Gaussian random process. Note that -
(2.30) is formally exact. Thus given a function 4 (X,p) =3 C, (Vi , (2.31)

its expectation value at time ¢is® - neo
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where 4,,(Q, P) is the Wigner representation of 4(X,p),
4,0.P)= [T dr{(Q +r/214%,p)IQ ~r/2)

X exp —-iP% . (2.32)

The right side of (2.31) will converge absolutely for finite
t provided the integrands involving A, are bounded in
absolute value—a condition usually satisfied for physical-
ly interesting quantities.

Equation (2.30) gives, in principle, the exact solution of
the dynamics in the cosine potential; the generalization to
the case involving many cosine potentials is evident. The
corresponding formula for the type-(B) states is discussed
in Secs. III B and VIB. Equations (2.30) and (2.31) are
used to investigate the approach to equilibrium in the
next section and the quasiclassical approximation in Sec.
V.

III. CUTOFF, APPROACH TO EQUILIBRIUM,
AND THE MIXED INITIAL STATE

We now study the limit where the number of degrees of
freedom of the environment tends to infinity in such a
way that the spectrum (2.3) can be replaced by a smooth
function. Moreover, we consider the case where the spec-
trum J(w) is linear in w for small frequencies (Ohmic
damping) and goes to zero at high frequencies, o >>w,,
@y

J(w)=nwf(w/a}c);
f(x)—>1 for x -0, f(x)—0 forx— o .
3.1

7 will be identified as the viscosity of the particle in the
classical limit. For concreteness in this paper we shall

n—1
I1 sin

k=1

const Xg(t—t,) 3

!:U'j=i1]

%,
2k

j=k+1
where we have used

sin{ko[Q,,(2;)—=bl}=—5 3 exp

p,jztl

ip;

and summed over all the o;’s. Thus, the dependence on
the initial distribution [through Q(¢), the pure harmonic
solution just discussed] will decay in every order after a
sufficiently long time (which depends on n) and the in-
tegrals over time will converge [because all the ¢;’s in

(3.4) then have to be close to t] provided the condition for

approach to equilibrium for the harmonic part is
satisfied. This does not, however, guarantee that the
infinite sum will behave in the same way; we can only be
sure of this if the series converges uniformly with respect
to t. In Appendix D, we show explicitly that there exists

a V,, call it V, such that for Vo<V it does behave so.

0 > Mgl —1)

§+k0[Qn<tj>—b'1]
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choose the so-called “Lorentzian cutoff,”
1
(x)=—— . (3.2)
4 1+x?

A. Approach to equilibrium for anharmonic potential

Let us first briefly mention the harmonic case, which
has been widely studied in the literature.>'%!” From the
Langevin equation (2.21) and the Wigner distribution
(2.24), one immediately sees that when J(w) is given by
(3.1) and (3.2) the system will always approach equilibri-
um (independent of the cutoff). For a general spectrum
J{(w), the sufficient condition for approach to equilibrium
can be stated in terms of an elegant inequality, see Ref.
17,

‘fowdwln[J(co)]/(H—a)z) } <w .

It is straightforward to find that the final Wigner distri-
bution, agreeing with the imaginary-time result, reads
simply '

QZ P2

20, 20,

lim w(Q,P,t)=(27T\/Ux0p)_lexp

l—>

’

(3.3)

where o, and o, are given in (B13). Note that o, will
diverge if the cutoff is removed. This is the typical prob-
lem associated with the Ohmic damping, see Refs. 4 and
5: we shall return to this point later.

At first sight it seems that the analysis used for the har-
monic potential should also be applicable to the anhar-
monic case discussed at the end of Sec. II. Consider for
example the average final position of the particle (other
quantities can be treated similarly). Then, using (2.31),
we can rewrite the nth-order integrand in the form

.n
i u;

j=t

exp §+ko[Qo(tj)—b>]

] ) (3.4)

[

Hence, in this case we can take the limit t — o term by
term to get the final result. This implies in particular
that for ¥, < ¥ the final distribution is independent of the
initial one.

Let us now compare the f— co result with that calcu-
lated from the equilibrium formula

Tr[% exp(—BH)]

(@)= .
Tr{exp(—BH )]

It is convenient to first trace out of the environmental de-

grees of freedom to obtain the reduced partition function
(with a A “‘source” for later use)

(3.6)
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z,n=[ Dq (T)exp

g (0)=gq (3%}

1q(0)=5,lq(n]— ["dr

Y.-C. CHEN, J. L. LEBOWITZ, AND C. LIVERANI 40

(3.7

Vo 21
—cos—[q(7)—b] |,
7 70 9 ]

where S;,[g(7)] is the harmonic part of the Euclidean action defined by (2.13b) with £, =0. In terms of this, (3.6) be-

comes

410z (1)

(Qr=\7%

A=0

We can now expand the partition function in terms of V, as in the real-time case,

_VO
n! 2%

Z,M=Zy() S 'i
0

n=

where Z, is the reduced partition function of the back-
ground harmonic part and W (r) is its covariance

W(r)={(q(0)g (7)), , (3.10)

whose detailed expression is given in (B8). Clearly from
(3.9) both the numerator and denominator in (3.6) are en-
tire functions of ¥, (for fixed B). Furthermore the
denominator does not vanish at ¥;=0. Hence the expan-
sion for { Q) in terms of ¥, must converge in the vicinity
of V,=0.

We now observe that the system must approach equi-
librium at least within the common radius of convergence
of both the “real-time” and ‘“‘imaginary-time” expansions
since (1) the final distribution at t— o is for Vo<V
unique and independent of the initial state and (2) given
an initial state corresponding to the equilibrium distribu-
tion of the whole system (particle plus environment) it
will remain so at all time ¢. Note that (1) is valid only
when the spectrum is continuous (which is possible only
when the number of degrees of freedom of the environ-
ment is infinite), whereas (2) is always true.

B. The cutoff and the mixed initial states

There is a serious difficulty with the product initial
state which has been noticed in Refs. 4 and 5. Taking the
harmonic case as an example, the mean-square fluctua-
tion of the coordinate of the particle obtained from the
Langevin equation (2.21) has a divergent part (for ¢ >0)
when w,— . For fixed w,, on the other hand, it decays
exponentially to its equilibrium values as ¢t— o whose
coordinate part is well behaved as @, . (The mean-
square fluctuation of the momentum is always divergent.
This is unfortunately an intrinsic property of the ohmic
damping but is of less importance.) The physical reason
for this is that the product state assumes a sudden
switch-on of the interaction between the particle and the
bath.’> This can become very severe if one is interested in
macroscopic quantum coherence, macroscopic quantum
tunneling, or related problems,1~3 since .the artificial
switch-on of the coupling would very seriously influence
the subsequent short-time behavior of the particle. A

[lar, - [Par, 3 exp|iky S (AW (r)=blo,

(3.8)
{o;=*1] j=1
ki =
> > Wlr—=1oo, ||, (3.9)
=1

f

physically reasonable solution of this difficulty is to re-
place the product state by an appropriate mixed state.

The complications produced by using a mixed initial
state are simplified somewhat if the initial potential V(%)
is quadratic. As is demonstrated in Appendix B, the
mixed state can be replaced by a product state by putting
the initial time of the latter at negative infinity and
switching the potential form V;(X) to V(X) at 1 =0. The
algebra is rather lengthy but straightforward and the
answer is rather evident: It works whenever the condi-
tion of approach to equilibrium is satisfied [for the poten-
tial V;(X)]. In such a case the particle, starting at
t = — o0 in a product state, will equilibrate with the bath
at t =0. Consequently the undesired divergences dis-
cussed above disappear since the switch-on is now put at

= —o0. The equivalence simplifies the computations of
various physical quantities for the mixed initial state (see
Sec. VI). We expect that this kind of equivalence of the
two kinds of initial states can be generalized to non-
Ohmic damping and nonquadratic V;(X), e.g., for the
cosine potential. Moreover, if the system of interest has
several degrees of freedom, only those degrees directly
coupled to the heat bath(s) will have divergent kinetic en-
ergies. This point is, among other things, explicitly
demonstrated in the next section.

IV. NONEQUILIBRIUM STATIONARY STATE

We now consider a very simple nonequilibrium model,
two interacting harmonic oscillators each coupled to its
own heat bath. The two baths have different tempera-
tures and different viscosities so that as ¢ — o« there will
be a nonequilibrium stationary state. This model has
been studied in detail in the classical regime where the
stationary state is a Gaussian measure in which there are
couplings between the position and momentum vari-
ables.!®* We wish to see what happens in the quantum re-
gime where, as we have seen before, the momentum vari-
ables have a singular behavior. The extension of this
model to the case where there is whole chain of oscilla-
tors between the two which are coupled to the heat baths
can be done as in the classical case. !®
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The total Hamiltonian can be written as

a2 a2
A1 P17 - 1|P2 <
H=— FI+M1 o E+M2w%x%

+ (R, —R,)*+H,+A,+H,+H,, @41
where we shall assume that the couplings and the Hamil-
tonians of the heat baths are the same as before, see (2.1)
and (2.2). Taking the product initial state in which both
baths are decoupled from the oscillators, we can trivially
generalize our previous results for the evolution of the
Wigner distribution to this situation,

w(Q, Py, 1)=(8(P,—~P(1))8(Q;—Q(1)) ,

where we have used the vector notation Q for (Q,,0,)
and likewise for the momentum. Recall that the average
{ ) is with respect to both the two random noises and
the initial distribution w(Q;,P;,0). For simplicity we
shall, from now on, take the limit w,— o, which as ex-
plained before affects only the kinetic energy of the parti-
cles. The “equations of motion” for Q(7) are

(4.2)

M1Q1+W1Q‘1+M1w%Q1+k(Q1_Qz)

=&(r)+n8(7), (4.3a)
M,0,+m0, + M50, +k(Q,—Q))
=E&,(1)+m0(7) . (4.3b)

Equations (4.3) are coupled linear equations whose
solutions can be expressed as linear combinations of their
eigenmodes. Note that these eigenmodes will be damped
in time provided 7; and/or 1, is nonzero (simply due to
energy conservation). Therefore for ¢ — o, the initial
states will be forgotten and thus we need to consider only
the final states.

To find the distribution at ¢t — o, it is most convenient
to use the Fourier transform
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[Pl(Cl))+k]Q1F(w)_kQ2F(O)):§1F(w) N (45a)
[Pyw)+k]Qsp(0)—kQ pl0)=§p0) , (4.5b)
where
Po)=M;(0}—o’)—inw, j=1,2. 4.6)
Equations (4.5) have the solution
Qiarlw)
Py ()& F' O+ k& pl0)+Eyp(w)
_ Papfeio, [§ir(@)+&yp(w)] @

Note that the covariance of the Fourier transform of the
noise is [cf. (2.11b) and (2.15)]

(&1 @)E1ar(0')
=278(w + ' )7 (3)fiw coth( B, w#/2) ,

<§1F(w)§2p(w'))=0 )

Given (4.7) and (4.8), it is not difficult to find the distribu-
tion at £— oo via (3.17). The result is that the stationary
measure is Gaussian with the covariances of the momen-
ta being infinite while that of the coordinates is finite (but
messy). The cross covariances are related to the energy
flow which we discuss next.

Denoting the energy of subsystem 1 (2) consisting of
the first (second) particle and the first (second) heat bath
by

(4.8a)
(4.8b)

we have
dA, koo
ar  om [T RPHP(R R (@10

Since the total energy is conserved we can define the flux
from subsystem 1 as

=[" ot 4.4 j- |90 _ath |, (@.11)
Q@)= [ Qe 4.4 ==/ .
Then (4.3) take the form and the average over the ensemble reads
J
J(t)ETr[fﬁ(t)]
k P, P,
== [dQudP(Q,_;—0;) F{*Vf w(Q,, P, 1)
=~ X (10—, 0+ 0,01 . (4.12)
It is now straightforward to find the stationary flux
w w*#if coth(B,w#/2)—coth(B w#i/2)]
lim J () =k, [ ‘;—: Leoth(B, ! , (4.13)
t— 0 —®

|P\P,+k(P,+P,)|?
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where the integral over the frequency is convergent. In
the classical limit, #—0, (4.13) reduces to the result of
Casher and Lebowitz.'® It is clear that in the quantum
regime the flux is no longer proportional to the difference
between the two temperatures; complicated quantum
corrections arise when S%w ~ 1, and in general we have to
compute the flux numerically.

It is found from this two-particle case [see (4.7) and
(4.8)] that only the particle(s) directly coupled to the heat
bath(s) will be subject to the divergence of the momentum
square disussed above. Thus, for a many-particle system,
such as a harmonic chain, in contact with two baths at
the ends [as considered in (Ref. 18)], the momentum dis-
tribution of the particle not in contact with the baths is
well behaved for ., — .

J
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V. THE QUASICLASSICAL APPROXIMATION
AND ITS JUSTIFICATION

In this section we discuss a quasiclassical approxima-
tion first proposed by Koch, VanHarlingen, and Clarke’®
in the context of Josephson junctions and further
developed by Schmid'* in the framework of path in-
tegrals. Going back to the effective action (2.15), we can
expand

r2
+‘_‘V’“(Q)+ .

V(Q+r/2)— 24

V(Q—r/2)=V"(Q)r

(5.1)

in a Taylor series. In regimes where the higher orders in
(5.1) can be ignored, the path integral (2.16) becomes ap-
proximately

Jp(Qry¥rst;Q;,7:,0)= fj)Qi)r exp [%fozd‘r [—V’(Q)r +E(T)F +MiQ —r [a1(7)+ fordr’al(r-—r’)Q'(T') ] ] ] . (5.2)

This can be evaluated in the same way as for the harmon-
ic potential (see Sec. III C, except that the evaluation of
the Jacobian of the path integral becomes nontrivial),
leading to a Wigner distribution formally identical to
(2.24) with V,{x) being replaced by the full potential
V(x). The result is the so-called quasiclassical approxi-
mation where the evolution of the particle is described by
a c-number Langevin equation [see (2.21)] in which the
noise spectrum is “colored.”

To justify the approximation, Schmid!® noted that the
imaginary part of the effective action (2.15) acts to
suppress fluctuations in » (7). If the suppression is heavy,
i.e., the viscosity is large (taking the Ohmic damping for
example), then large fluctuations in r(7) can be ignored.
To get a more quantitative estimate, let us introduce a

f DO Dr exp

L [dr—v(Qr +err+ -] ]

= [DQexp deV(Q)

8¢(r

which can be easily verified by expanding the exponential
(functional differential) operator into a power series. Sub-
stituting (5.4) into (5.2) we then can carry out the path in-
tegrations over r{7) and Q () as in Sec. II C. After some
manipulations, we obtain an alternative expression for
the Wigner distribution given in (2.24)

55( ) ]

w(Qf,Pf,t)=<exp deV(QO ) e

(5.5)

R

{

typical length scale L for the anharmonicity. The valid-
ity of the quasiclassical approximation requires that for
r(7)Z Ly, the magnitude of the imaginary part of the ac-
tion be much larger than 1, i.e.,

nLj
Th

>>1, (5.3)

see the appendix of Chen, Fisher, and Leggett® for fur-
ther details.

To get a more precise criterion, consider the exact ex-
pression (2.30) and rewrite the path integral (5.2) (which
is equivalent to the quasiclassical approximation) using
the following identity [see (2.18) and (2.19) for V,(Q) and

Vi(Q)):

[ Drexp éfotd‘r[—" Vi(Q)r +(F+&)r +

Al e

which treats the anharmonic potential as a perturbation
of the background harmonic potential ¥,(Q). The sym-
bol 6/6§ indicates that each differential operates both to
its right and left. A simple way to obtain (5.5) from (5.4)
is to first do integration by parts so that the functional
differentials act only on the measure of the noise (which is
Gaussian). One then restores the differentials in the final
stage by again integrating by parts,

We now consider how (5.5) can be obtained as an ap-
proximation to the exact expression (2.30) for the Wigner
distribution. In that expression the quantity k,Q,(7) is
given by [see (2.21) and (2.29)]

f
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k2 n SQ()(T)
kOQ,,(T)=~ D 08(1—1t;)+koQo(7) (5.6) 8&(t;) =g(r—t;) (5.8)
ji=1 7
so that if the first term on the right side is small, i.e., the sum over {0} in (2.30) can be treated, to first order
a2 of 7ik 3g .x /2, as taking derivatives, i.e., we can substitute
FRE o7 S o, otke—L— and Q,(N—Qg(r) . (5.9)
o;—hky———— an W(T)—= QT .
where g ..., s the maximum value of g (), we can treat it o= % 8¢ t) 0
as a small perturbation. Then using [see (2.21) and (2.29)]
the relation To see this consider the following case:
_J
5 3
. 2 ﬁkogmax
> o;sin[koQ, (1;)]|=7kgg (1, —1t;)cos[koQo(1;)]+O —
9; =1
5Q4(1 ) g, |
=#k? X0 k N1+ —omax
#ik; 5E(1,) cos{koQo(2;)]+O 2
ﬁk(z)gmax ’
:ﬁko é_ S]n[koQo(t ] +O "—2— .
The general case can be done in the same way.
Using (5.9) and putting Vyksin(k,Q)= —V,(Q) into (2.30) [see (2.19)] we obtain
n
s — 1 t ln ’2 8
+ — t dt, ;- XH#HY, t)y =
2 | Joa, f "du, g [ d XAV Qo méé,(tl)
X AV, (Qolt, )
é’
X[8(Q,—Qo())8(P;—Py(t))] ‘ nee ] §0-=O}>
J
ak2g |
+ max
5 3
ﬁk%gmax
= (exp f drViQo(T)) —— 5§( - 302, = QNP —Po(0) )+ 0| |——=% | (5.10)

where in the last step we have used the fact that

8Q(7)

S&(T")
so.that the series can be summed up. Since (5.10) agrees
exactly with (5.5), it is clear that (5.7) gives a more pre-
cise criterion for the quasiclassical approximation. Note
that for #—0, g..,—1/(Mw,); while for n— o,
Zmax ~ 1 /7, making (5.7) nearly the same as (5.3) in that
limit (taking here Ly~ 1/kg).

It is interesting to note that the criteria (5.3) and (5.7)
are obtained from different effects of the environment; the
former comes from the fluctuation whereas the latter
comes from the dissipation. Moreover, in the limit #—0,
(5.10) is exact and the spectrum of the noise becomes
“white;” we then fully recover the classical Langevin
equation.

The quasiclassical approximation violates the impor-

=0 for r<7’

[

tant Green-Kubo-Einstein relation which relates the
linear mobility and diffusion constant. This will be seen
in the next section [cf. Refs. 6 and 10; keeping only # in
C(t), which is precisely what the quasiclassical approxi-
mation does, invalidates the identity]. Note also that our
argument is restricted to fixed finite times. As the time
increases, the ignored contributions may become
significant. Consequently, it is not clear whether it is leg-
itimate to apply it in tunneling problems (cf. Ref. 19).

V1. SOME CONNECTIONS
TO THE JOSEPHSON JUNCTION

A. Washboard potential and Einstein relation

The anharmonic potential in (2.18) and (2.19b) corre-
sponds to that of a single Josephson tunnel junction, see,
e.g., Ref. 20. If the quadratic part of (2.19a) vanishes
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while the external field F (i.e., the external current
through the junction) is different from zero, the particle
will slide down the “washboard” potential and eventually
move with a constant average velocity. An important
quantity in practice is the mobility of the particle. This
problem has been studied by several authors.'°!? In
particular, our approach using (2.30) and (2.31) is similar
to Fisher and Zwerger'® but with some differences in the
way of performing the path integration which we believe
makes it more physically transparent.

We shall focus our attention on the Einstein relation
which links the linear mobility v and the diffusion con-
stant D via D =kTv. Although Kubo?! has given a for-
mal derivation of the linear-response theory to which the
Einstein relation belongs, there are some problems here
with the definition of v arising from the fact that the sta-
tionary state in which the particle moves with a constant
velocity is not normalizable. To get over these problems
in the classical system one has to define the measure on
the environment as seen by the particle (the so-called
Palm measure??) which is stationary whenever the medi-
um in which the particle moves is translationally invari-
ant e.g., a homogeneous random environment (this in-
cludes the periodic case). Alternatively, one can use, for
a periodic potential, a finite box with the same periodicity
and compute the stationary distribution of the particle in
that box. This will then give the same answer for the ve-
locity distributions as the infinite system. Unfortunately,
neither of these prescriptions works for quantum systems
because we cannot define appropriately the Palm measure
and the equivalence for a periodic potential between an
infinite system and a finite periodic box does not hold due

2
D= lim 1207 ,
— o0 2!
o t
D=Do+2kTv—=vg)~ 3 (—=1V3 [ dtpy_y - [ °

n=1
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to the requirement of periodicity of the wave functions in
the latter case. We are therefore forced to consider an in-
itial state in which the particle is localized near the origin
and then define the mean velocity in the presence of an
external field 7(F) as

(Q(t))F

5(F)= lim {(Q(#))p= tlim —
— 0 — 00

assuming that the limit in fact exists. The linear mobility
v is given by v=limp_ o[U(F)/F]. The advantage and
disadvantage of this definition of v is that we neither re-
quire nor obtain any information about the stationary
distribution in the presence of a field F —except for the
assumption of the existence of the two limits. There is,
however, also a question now about the applicability of
the general derivation of linear-response theory, so it is
useful to investigate the Einstein relation explicitly for
the quantum system. In particular, it is not obvious a
priori whether D —0 or v— o (or both) as T—0.

The so-called RSJ (resistively shunted junction) mod-
el®® corresponds here to Ohmic damping with infinite
cutoff where the Green’s function g (7) entering (2.30) has
the simple form

© do nsin(eor)

=0
g(m)=0(r) e oMt
_o(r) |, _ -
" 1—exp i 6.1

It is then straightforward to obtain from (2.30) and (2.31)
the exact formal expression for the diffusion constant

(6.2)
k3 2'12-1 fik3 22 , )]
- cotan | —— niglt,—t
+1) S j=1+1 s

XF ({21 F,({t,05})

- 2n,, o ?
tn= 25" ;=0

where Dy =kTvy,=kT /7 and v is the linear mobility given by

ki = 0 L
vE—t o D=0V [T dn, oy [T

T (= 1)

n 27’ n=1

The functions F| and F, entering (6.2) and (6.3) have the
form

2n —1 1 . ﬁk(z) 2n
Fi({t,pw; )= 11 Zsin | —— > gl =) |,
=1 j=k+1
(6.4)
k(z) 2n
Fy({t;,u;})=exp > wip Cl—) |, (6.5)
Jk=1

2n
PRI
1=1

t2n:2§nﬂj:0

f

where C(t) is the “mean-square displacement” after a
“long time”

C()= lim ([Qolt +1')—Qu(t)]*} /2

o0

=f°° gﬁna}ﬁ

—w 27T

1—cos(wt)
WA MW +n?)

h Bot

6.
> (6.6)

cot

Equations (6.2) and (6.3) are formally exact expressions
for the mobility and the diffusion constant. In particular,



40 DISSIPATIVE QUANTUM DYNAMICS IN A BOSON BATH

taking #%—0, they coincide, as proved in Sec. IV, with
those obtained from solving the classical Langevin equa-
tion where the FEinstein relation has been proven
rigorously to all orders. ?

The verification of the Einstein relation to the lowest
order in (6.2) and (6.3) is also remarkably easy. In fact.
we have

2

Voko o ¢ . | fk}
V=vy— 7 fo dt%SIH Tg(t)
2
Xexp | —C () 2—” +0(V}) 6.7)
0
and
D =2kT(v—vy)+kT /7
2
1 Voktz) i ﬁk(z)
+2 77 fo dtcos 5 g (1)

Xexp[ —k{C()]+O(VE) . (6.8)

The Einstein relation then follows immediately from the
following identity:

exp[ —k3C(2)]

0 t . ﬁk(z)
2ka0 dtﬁsm 3 g(t)

exp[—k3C()]. (6.9

. #ik2
Ef dt cos |——g(t)
0 2

The proof of (6.9) was given in the appendix of Fisher
and Zwerger'® and is related to the detailed balance con-
dition between forward and backward hopping. Unfor-
tunately, higher orders are not so simple and hence much
harder work needs to be done.

It is interesting to note that the duality transformation
for the diffusion constants between the continuous
periodic potential and tight binding limit (TB) now in-
volves both D and v. In fact by comparing (6.2)—(6.6)
with the result of Weiss and Wollensak, 2 we find

D =v4+Dyg—2kTvrg , (6.10)
with the appropriate parameter mappings discussed in
Fisher and Zwerger.!® Not surprisingly when the Ein-
stein relation holds exactly in one case it does so also in
the other case. Note that Weiss and Wollensak have,
working on the tight-binding model, summed over the
higher-order terms and proved the Einstein relation in
certain limits. Nevertheless, the approximations made

(Q(t))=q,-X(t)+%

27
0

o t tn t2
> Vﬁfodtnfo dt,_, - fo dtyS, (L, t, gy osty),
n=1
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there do not seem appropriate when one maps them to
our case.

B. The time evolution of a rf SQUID

A Josephson junction with its two leads joined into a
superconducting ring is called a rf SQUID.?® With ap-
propriate choices of the SQUID’s parameters, many in-

_teresting potentials can be obtained such as a double well

or a metastable potential; both of these have been widely
used in many fields (cf. Ref. 3).

Our particular interest here is to develop an expression
for the quantum-mechanical time evolution of the sys-
tem, starting with the physically appropriate mixed ini-
tial state. This avoids the artificial transient behavior in-
duced by the product initial state (cf. Refs. 3—-5). Furth-
ermore, we are interested only in the positional quantities
of the particle, so that the cutoff of the spectrum can be
simply removed. Using the equivalence established in
Sec. III B and Appendix B, we start the evolution of the
system at f = — oo in the initial potential

ViR)=1IMQy % —q,)?

i

(6.11)

and then switch at £ =0 to the true potential described by
(2.18) and (2.19) (setting the field F =0 for simplicity).
Note that the parameters g; and £, should be chosen ac-
cording to the position and the oscillating frequency of
the starting well. The general expression (2.30) for the
Wigner distribution will remain correct for ¢ >0 provided
Q,(r) is obtained from the following Langevin equation
(with sources):

MQ+7Q+MQYQ —q,)=&(7), —w<7<0, (6.12a)

1L4Q+77Q'+Ma)3Q=§(r)+qﬁ 2 o;glr—t;), 7>0.
0 j=1

(6.12b)

To average over the random noise we introduce the
modified “frequency”

2 172

- , (6.13)

2M

2

D= Wy

which can be either real or imaginary. Then the Green’s
function for 7> 0 [see (2.29)] has the simple form

- HT

sinh(@7)
2M )

g(7)=0(7)exp (6.14)

(0]

After some straightforward manipulations, we obtain

(6.15)

where X (7) is the trajectory of the particle starting with Q (0)=1, ¢(0)=0,

—@_ T _&)+T

W e —w_e

’

W, —O_

w4 2M_CU

(6.16a)
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. i nol )| gk

Spllysty 1 nt)=gt—t,) 3 sin|uky 3 p;lg;X(2;)—b] 11 7 Sin ——2——-— wig(t—t,)
=1} k=1 k=1 I=k+1
kd
X exp > S i Clet | . {6.16b)
Jk=1
In (6.16b), C(7,7') is the correlation function
+wde nficoth(Bhiw/2)

C(r,7)=(Q(mQo(7)) = [

where the transient parts, represented by the ellipsis, can
be obtained from (6.12) (but are rather messy).

Having obtained a well-defined dissipative quantum
evolution of the system starting with the mixed initial
state, we still need to carry out the multidimensional in-
tegrals associated with the expansion in powers of V. If
both ¥, and ¢ are small, numerical evaluations of the first
few coefficients of ¥V, should be quite adequate [using ei-
ther (6.16) or starting with the Langevin equations (6.12)]
but we have not found an effective (either numerical or
analytical) method for the general case when the time ¢
becomes larger. We note, however, that (6.15) and (6.16)
have a similarity with the expansion for a two-state sys-
tem in Ref. 3 so a similar analysis can perhaps also be
carried out here. An important difference is that the odd
powers in A (the tunneling matrix element) do not appear
there. This might be an indication that some information

~w 2T M*0j—o®)+n’e’

{cos[w(r—7)]+ - -}, 6.17)

[

is lost when we discretize the continuous system (bearing
in mind the formal mapping V;—A for the case of
periodic potential'®1?),
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APPENDIX A: PATH-INTEGRAL FORMALISM

In this appendix we derive the path-integral represen-
tation for the transformation J,(Q,7/,¢;0Q;,7;,0) (a=P
or M) defined in (2.9). We need to evaluate for the prod-
uct initial state

Tr,(e PP (y'|e /M)y ) (x|~ Rt/Ax") )

Jp(x,y,t;x",y’,0)= Tre{ekﬁﬁe) (A1)
and for the mixed initial state
Furtin g 0)= Tre((x’leBﬁ!y’)(y'leif’;:ly)(xle“f”/ﬁlx’)) ’ A2
Tr, (e )
where we have used for convenience
Xx=Qp+re/2, y=Qp—r;/2; x'=Q;+r/2, y'=Q;—r; /2. (A3)

To introduce the path integrals, we define a contour ¥ which starts at the origin and goes from r=0++i€ to 7=t +ie€
(yy), then from 7=t —ie back to 7=0—ie (yy), and finally from 7=0—ie to —iB# (yy); see Fig. 1 (€ being
infinitesimal). We further define a time-order operator ?7 along y for the environment. We can now express the evolu-
tion of the particle in terms of path integrals while treating the environmental part by the usual time-ordering tech-
nique. It is straightforward to show (¢ =P or M)

Jo(x,3,15x",y",0)= [ Dz (r)exp ify dr | Mi2_p(y) F lz(7)], (A4)
where
Tr, |exp(—BH)T exp ——;—fypd'rz[ﬁwkﬁlﬁk-i-ck(ﬁkﬂ-az)z+C,fzz/(hwk)] l
k
Fplz(7)]= ,

B,

Tr,(e ¢)

(AS5a)
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] . (A5b)

Fylz(m)]= _

Tre(e_ﬁH”)

Note that yp=v(+vyy whereas y, =y with V(z (7))
=V (z(7)) for TEy ;. The dependence of the right side
of (A4) on (x,y) and (x’',y’) is implicit through the
boundary conditions
z(0+ie)=z(—iph)=x,

z(t—ie)=y .

z(t+ie)=x ;
z(0—ie)=y’,
The trace over the environmental degrees of freedom

Tr, jexp( —Bf]e )T, exp

e

I ~ +
_nyadfg Cilag(n)+a  (1)]z (1)

[on the right sides of (A5)] can be readily done. To see
this let us introduce the Heisenberg representation:

F - 25
alz(7] Tr.exp(—BH,)

ak(T):eiTﬁe/ﬁake—i‘rHe/ﬁ ’
itH, /# —itl, /# (A6)
alin=eTale T,
Using (A6) we can rewrite (AS) as
. CZZZ
i k
—— ] d , A7
exp ﬁfya 7% o, (A7)

where a=P or M. This is a standard expression for the so-called generating functional.?®> Note that the thermal aver-
age over the bath states is simply a Gaussian measure. Therefore, the result can be put in a compact form? (via, e.g.,

standard Green’s function or path-integral techniques):

Flz(r)]=exp

i ,
pe fyadfd‘r by

where G (7,7") is the covariance of the Gaussian measure
or the Green’s function of the “phonons,”

Tr.{e T, [, (r)a L)1)

Tr,(e ")

G (r,7")=—i#

1

=—i#|0,(7,T )+_exp([3ﬁa)k —

Xexpl —iw(t—7)] . (A9)

The function ©,(7,7') in (A9) is the step function along
v, i.e., 97,(7',7")”—‘1 if 7 is “after” 7'; otherwise it is zero.

APPENDIX B: MIXED INITIAL STATE

1. Path integration over the imaginary axis

In the first part of this appendix we shall carry out the
path integral (2.12b). Note that one needs to be very
careful about using the Fourier transform since the
boundary conditions are asymmetric. It is convenient to
change the integral into a new one with zero-boundary
conditions. To do this we introduce the following vari-
able transformation:

qg(r)=g(r)+8&q(7), (Bla)
where
- (r—p#h/2)
6q(7‘):Q,~+ri—Bh (B1b)

2(T)CPGy (1,7 )z (T') +

(A8)

Ciz?
(057 ’

so that §(0)=g(B#)=0. To express the action (2.13b) in
terms of the new variable g(7), we have to treat the kinet-
ic energy separately,

2
ri

26
The remaining terms are well behaved and can be accord-

ingly expressed in terms of the Fourier transform of (7).
Thus, the action (2.13b) becomes

M oppri, o M rBR,
o Jdrai =" Tdrgin+ (B2)

S{g(n]1=B i [K,lg,|*/2

+4,(K,8q _,—if,/B)1+S,, (B3)
with
o . r?
So=B 3 (K,l8q,1>/2—i8q,f,/B)+——5, (B4
n=—oco 2p%
where
ir;
8q, = for v,#0, 8q,=@Q; forv,=0, (B5)
Btv,
and
K,=K,—Mv} . (B6)

Let us first consider the following generating function-
al for the partition function:



4678 Y.-C. CHEN, J. L. LEBOWITZ, AND C. LIVERANI 40
q(0)=g(B) i w dA o
=J  S-exp|-idB 3 g, (B9)
~And, (B7a) * n==
We then have the modified generating functional
We can carry out the path integration by simply complet- _ Z(B)
ing the squares in the exponent. This yields G({A,})= VorW o)
© A A 2
G({A,})=Z,exp % s "K ~ 1, (B7b) _l1oa& MA. i A
n=-—oc0 B n 2n=4cx3 BKn 2w (0) — o0 BK" .
where Z, is the reduced partition function of the particle (B10)

(see Sec. IT A for the definition). From (B7b) it is easy to
find the equilibrium covariance of the harmonic system
iv T
. _ co e n
W(r)={q(7)g(0)), nzw 5K,
which is used in Sec. III B. We now replace the periodic
boundary condition by the zero-boundary condition con-
sidered here, §(0)=g(B#%)=0. This can be done by mul-
tiplying the integrand of (B7) (setting ¢ —g) by the 6
function

(B8)

Taking A, =(BK,8q ,—if,) [according to (B3)] and
after some manipulations, we obtain finally the result
(2.14).

2. Equivalence to the product state
in the ohmic limit

Taking the ohmic damping limit (3.1) and (3.2), we can
reduce (2.13c) and (2.13d) to the following forms:

nlvn|wc
K = 2 2+
n Mvn+Mw0 wc+lvn; » (Blla)
20— v, v, wlexp(—v,s)+(w, —v, Jexp( —w,s)
=ﬂ 14 n’"n"e n 4 n 4
fo=7 fodsr(s) P (B11b)

Using (B11a), we have the two covariances [see (2.14b)]

© @, v
0x=%n:2_wTE(%|"—)\~, (B12a)
and
o 2 2
"p:%nzw (Mw°+ni‘(),|vt"||)+Mm°w“ ,  (B12b)
where
P(v)=MvV*+Mo vV*+(qo, + Mol v+ Moo, ;
(B12¢)

the other quantities on the right side of (2.14a) will also
be given below.

Now if all the zeros of P(—iv) lie below the real axis,
which is equivalent to the requirement that all the eigen-
modes of the equation of motion (2.21) are exponentially
damped (in our case this is always true), the sum over the

fw do Y(w)

—w 2T

a)C
expliws)+ —exp(—w,s)
iw

[

discrete Fourier frequencies v, in (B12) can be converted
into a continuous integral via an appropriate contour in-
tegration closing the upper half-plane of v. It is then not
difficult to find

o do Ho,—io)coth(Bhw/2)

o, =Imj P(—iw)
e i@nﬁwcot}l(ﬁ’?w/f) (B13a)
—w 21 |P(—iw)?/w}
and
0 2 3
o,= [~ 4o M’ cothiBh/2) (B13b)

w2 |P(—iw)*/w?
which agree with the real-time result (3.8). The expres-
sions for other quantities in (2.14a) are more complicated.
Introducing the function

J(oNw, —iw)ficoth(Bfinw/2)

Y(o)= P(—ia) s (B14)

we then obtain

} (B15a)
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2 Saf-n _ tds « do 2w.explins) o,
nzz_w BK, l fo P r(s)o.exp(—w,s) f r(s )1_[_ Y o ————wc_iw S (B15b)
and
& anvn _ tds © dw .
nzz_w =—- f —r( [f_ngwY(w)[exp(zws)-Fexp(—wcs)]’ ; (B15¢)

In what follows, we shall rederive these results by extending the initial time of the product state, say ¢;,, to — «. Note
that we can decompose the effective action (2.17) [but not using the trick (2.15)] with initial time ¢; <O into three parts

i

+Sa= (S +5,+S55,) , (B16)
where S is the action starting at time ¢t =0 and
0

i i i ro : 0, s .

ZS2=—ngQ :,._%f’.-dq- [Mr+Mw%r+a1(T)r(0)—fT dr'a (' —7)F(T) ]Q(T)—E%;f drdr'r(t)ay(r—7")r(r'),
(B17a)

i . i rt 2 . t 0

Sse=—5 [ ds r(s)f[idra,(s—T)Q(T)—fodsr(s)ftidraz(s—T)r(T) : (B17b)

We can now integrate out of Q (7) with 7 <0 which, in analogue to the integration over r (7} in Sec. II C, results in an
equation of motion for the other variable » (7),

Mr+Ma)0r—f dr'a (7' —7)FT )+a1(7)r(0)+f dsr(s)as —7)=0. (B13)
The solution of r(7) will decay backwards in time. Let us define
=[° drrneior, (B19)
Then (B18) gives
o)={o,R —M(ow,—io)[#(0)+ior(0)]} /P(—iw),
(B20a)

where
t TS
R= [ dsr(simace ™. (B20b)
Now the contribution from 7 <0 to the remaining effective action beginning at 7=0 is, if we put in (B17) 7, —
and substitute (B20) into the rest of the terms associated with r (1) (7 <0),
My 1 » do

. . mr 1 o 2 ! ~ iws
s =iQ (072"~ [ £2T(0) [IFw)+2 [ ds r(sir@)e’™ | (B21a)

with R o J
A=iQ(0)+ do __J(o)
i Y27 |P(—iw)|?
~ Bfiw Jo)Nw, —io)
J(@)=J (w)icoth (B21b) + 19, @ do JIONOTIO)
f —w 27 P(—iw) explios) ,
Straightforward manipulations give (B232)
0 M%%A0)  a,r0) f’ér( = do Joloc"io) o
M Mr(0) , w.R .o 7 2
+ 7 A+i = B-—C, (B22) =% do Jweo” (B23b)

# —w 27 |P(—ie)|?

where and
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_ R e do Tl
27 Y- 27 |P(—iw)]*
w.R 1 ds » do J(w) .
+ 7 fo hr(s) ey P(__w)exp(tws).
{B23c¢)

The quantities B and C have already been shown to agree
with the corresponding imaginary time result (B15b) and
(B15c¢).

We have to eventually integrate over the initial
configuration (Q;,7;) at time #;. The integration over @,
is simply 1, due to the normalization of the initial state,
while the integration over r; can be transformed to the in-
tegration over M#(0)/#. It is shown in Appendix C (for
this case, viewing the time flowing backwards) that the
Jacobian of this transformation cancels exactly with
another one arising from the elimination of the inter-
mediate paths of (7). Carrying out this integration, we
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then fully recover the imaginary-time result. Note also
that, since the solution of (B18) decays backwards in time
exponentially, we can, at ¢, — %, simply set »,=0 in the
initial density matrix.

APPENDIX C: JACOBIAN
OF THE PATH INTEGRATION OVER Q(7)

In certain cases (most appropriately the strong damp-
ing limit), one can approximately linearize the effective
action (2.17) (cf. Secs. II and V) with respect to r(7) and
then carry out f:Z)r(T) in (2.16). This leads to the re-

quirement that the other variable Q () is restricted to the
solution of the c-number quantum Langevin equation, see
(2.20) and (2.21) with V), (x) replaced by the general po-
tential V(x). In this appendix we shall compute the
Jacobian resulting from the path integration over Q (7).
We start with the discretized version of the path in-
tegral®® [see (2.20)],

J
N
1 M w |N1 N-l Mr(Qp—Qn—y) Mr(Q,—Q,)
JQprpnt;Qurn 0= — |75 | [ {krzll 40y | | TT 8, fexp - —i—
=exp éM(erf”riQi) /lDN—l' ) €n
where the new variable Y, is given by
Q1720 + O - k
Y, =M=+ e" L e teb —€ S (Q,,—0, _)a,(ke—me)—ea,(ke)Q, (C2)
m=1
and Dy _ is the Jacobian to be computed,
N
ANY ., Y, o, YN y)
€ EREY) » TN
Dy _=27h |+ . (C3)
v M| 000,05, Qy—1)
The problem has now been reduced to the evaluation of the determinant. Writing it out explicitly, one can find that
it is nearly upper triangular. Thus, we shall try to search for a recursion relation which links D, with D, _,, ..., D,
where D, is the truncated determinant in which we take the first n X n matrix elements. Indeed, it turns out that
e €2, (0) n—1 g2
D, = Z_MV (Qnﬂ)——M— D,+ |—1+ k2:"1 H[al((k —De)—ayke)lD, 4 | . (c4)
This can be expressed in a more familiar form
D, ,—2D,+D,_ V'(Q,+1) 722 a(ke)
P 2 S (D, D, i)+ Day(n ~1)e)=0, (c3)
M
€ k=0
I
which in the continuous limit (e —0) reduces to the equa- 0 d | a0
tion of motion for the quantity 3Q /3Q; [cf. (2.21)], 20 | % ar a0 = 7
i |r=0 i 7=0

Mﬁ+f07dT’D(T')a,(T’)+ V'"(Q(7))D =0 . (C6)

We now check the initial conditions for both of the
quantities. For dQ /3Q;, we have

We have to take carefully the limit €—0 for the “initial
conditions” of D(r). Note that the matrix of the deter-
minant is only (N —1)X (N —1) so that we have an extra
€ to be multiplied. This yields
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D1=3A’;—“e[2+0(e)]_>o , (C8a)
and
D,—D, 2t 27
c Y; [3—2+0(e)]— M (C8b)
which clearly indicates that
a0
M ||30 M |30,

In fact, a Jacobian is nothing but the density of the paths
around the solution of the Langevin equation. This of
course agrees with our expectation. The proof for the un-
damped version can be readily found in textbooks, e.g.,
Ref. 24. Finally, it should be mentioned that our proof is
not restricted to the case of ohmic dissipation.

In general, if there are many particles or the problem is
multidimensional, we expect

27h
M,

i

n

90,5, Qo) - -
a(Qli’QZi’ ce

7an)
’Qni)

D

n particles

i=1
(C10)

although we have not found a simple mathematical proof
of this representation (cf. also the comment in Ref. 24).
If the system consists of just harmonic oscillators (see
Sec. III D) the Jacobian is independent of the paths along
which the system “travels,” and this is a (time-dependent)
constant. In this case, we can obtain (C10) simply from
the normalization requirement.

fot"dt,,_,--‘fotzdt["]'_llIRRISfOI"dtn_,~~~ftzdtle
k=1 0

2
Si aky
b

1

b

IA

- <const X
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APPENDIX D: UPPER BOUND
FOR THE ANHARMONIC EXPANSION

Without loss of generality, let us consider as an exam-
ple the expectation value of the position given by (2.31) or
(6.15). We shall consider the case w,70 (there is no
well-defined equilibrium state for wy=0). We start with
an upper bound of the Green’s function g (7) {see (6.14)],

Ig ()] <aO(r)exp(—br1) . (D1)

The exact values of a and b are unimportant; for p—0,
b <1, whereas for 71—, a/b—const. Ignoring in
(6.16b) the suppression due to the fluctuation, we have

n—1
1S.0<lgtt—1,) 3 IIR«|> (D2a)
fuj=%1) k=1
where
T T
Ry=1sin |AEEC S e (h— 1) (D2b)
fi 2 I=k+1

We shall use the following two bounds for R, (see
Maassen®):

IRklﬁ—;—, (D3a)
and
N ak? n
1Rk|st=T° S expl—b(—1)].  (D3b)
I=k+1

Turning to the integration over the times {¢;}, we have

— - . n—1
bty —1)) R2+£k(2) H !Rk|
2 k=2

1 t, 2 . n—1
- +—ﬁ_}fo dt, _ - fo dt2R2kI;[3|Rkl

n—1

P (D4)

This result clearly indicates that (6.15) uniformly converges for sufficiently small ¥;. Note that (D3a) is not useful in
the classical limit where %-—0. In fact, it might be possible to use only (D1) and (D3b). This yields after some algebra,

fot"dt,,q ... fotzdtl nﬁl IR, | = fot"dzn_l - fotzdtl
k=1

"
ak%

< |
2b

2
{

py>1

where O(x) is the step function [i.e., ©(x)=1 or O for
x>0 or x=<0] and we sum over all possible
configurations: p,=/+1,...,n and [=1,...,n—1.
There are (n —1)! terms, but, as one can see, only part of
them are important. It is desirable that an efficient
bound can be found for the ldst quantity in (D5).

Finally, we mention that starting directly with the

n—I1

IT

j=2

n—1

IT R
k=1

ji—1
1+°3 Op—Jj) (D5)
k=1

N

b
[
quantum Langevin equation (in operator form), one may
obtain a better bound of the series,?® although one has to
be careful in dealing with the quantum operators. More-
over, in the limit #—0 the series reduces to the solution

of the classical Langevin equation, for which a quick
bound can be easily found by iteration.
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