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## Theorem (Garban,Rhodes, Vargas '13; N. Berestycki '13)

There exists a diffusion process $X_{t}$ with continuous paths corresponding to (1).

The corresponding Dirichlet form is the usual one, but with domain $L^{2}(\mu v) \cap H_{l o c}^{1}, \operatorname{not} L^{2}(d x) \cap H_{l o c}^{1}$.
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To have any hope of identifying distances, we thus need to find $d_{H}$ !
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d_{H}=1+\frac{\gamma^{2}}{4}+\sqrt{\left(1+\frac{\gamma^{2}}{4}\right)^{2}+\gamma^{2}}
$$

- For $\gamma$ small, $d_{H}$ (Watabiki) $\sim 2+\gamma^{2}$.
- Remarkable: for $\gamma=\sqrt{8 / 3}, d_{H}($ Watabiki $)=4$, consistent with convergence to Brownian map results of Miller-Sheffield.
- Maybe correct in general? (not so clear what correst statement is). For heat kernel, would translate to off-diagonal estimate

$$
\frac{\log \left|\log p_{t}(x, y)\right|}{\log t} \sim-\frac{1}{d_{H}-1}, \quad x \neq y
$$
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## Theorem (Maillard,Rhodes, Vargas, Z. '14)

Upper bound: $\exists$ (explicit,deterministic) $\beta_{U B}$ so that

$$
p_{t}(x, y) \leq \frac{C_{V}}{t^{1+\delta}} e^{-\left(\frac{c d_{\mathrm{T}} 2(x, y)}{\left.t^{1 / \beta}\right)^{1 / B}}\right)^{\beta U B /(\beta U B-1)}}
$$

Lower bound: for all $\eta>0$ there exists $C_{V}=C_{V}(\eta)$ so that for $t<1$,

$$
p_{t}(x, y) \geq C_{V} e^{-t^{1 /\left(1+\gamma^{2} / 4-\eta\right)}}
$$

$\beta_{U B} \sim 2+2 \gamma$. Improved by Andres-Kajino.
$\beta_{L B} \sim 2+\gamma^{2} / 4$. Compare with $\beta_{\text {Watabiki }} \sim 2+\gamma^{2}$.
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## Theorem (Ding-Zhang-Z. '17)

For any $\epsilon>0$ there exists a log-correlated field on $\mathbb{T}^{2}$ so that, for all $t<T_{0}(x, y, \gamma, \epsilon, K)$,

$$
e^{-t^{-1 /\left(\beta_{0}-1-\epsilon\right)}} \leq p_{t}(x, y) \leq e^{-t^{-1 /\left(\beta_{0}-1+\epsilon\right)}}
$$

where $\beta_{0}=2+\gamma^{2} / 2$.
In particular, this is not compatible with the ansatz that Watabiki's formula is universal, since $\beta_{\text {Watabiki }} \sim 2+\gamma^{2}$.
Even before: does the heat kernel exponent exist?

$$
\underset{t \rightarrow 0}{\limsup } \log \left|\log p_{t}^{\gamma}(x, y)\right| / \log t=\liminf _{t \rightarrow 0} \log \left|\log p_{t}^{\gamma}(x, y)\right| / \log t ? ?
$$
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Fix $u, v$.
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The upper bound follows from a result of Duplantier-Sheffield (KPZ relations).
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- now accelerate: force BM to have velocity $v_{\delta}$ (instead of $1 / t$ ) in $\delta$-thick boxes. Cost is $e^{-v_{\delta} t \delta^{2} / 2}$.
- optimize: $\boldsymbol{v}_{\delta}=t^{-\left(1+\delta^{2} / 2\right)}, \delta=\gamma / 2$, get main estimate.
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(For $k=1$, it is continuous version of modified branching random walk introduced with Bramson to study tightness of max of discrete GFF.)

$$
\left|G(x, y)-\log \left(1 / d_{\mathbb{T}^{2}}(x, y)\right)\right| \leq g_{k}(x, y)
$$

and $g_{k}$ is bounded by $6 k$ and continuous off diagonal.
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$$
G(x, y)=k \log 2 \sum_{j=0}^{\infty} A\left(x, y, 2^{-k j}\right)
$$

Can write the field as $V(x)=\sum_{j=0}^{\infty} h_{j}(x)$, with $h_{j}$ fields independent. Given $t$, define $r$ as $t \sim 2^{-k r\left(1+\gamma^{2} / 2\right)}$, $s=2^{-k r}$, and define the coarse and fine fields

$$
\varphi_{r}=\sum_{j=0}^{r-1} h_{j}, \quad \psi_{r}=\sum_{j=r}^{\infty} h_{j}
$$
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For $k$ large enough, there exists a path of neighboring $s=2^{-k r}$-boxes connecting $x$ and $y$, of total number $2^{k r(1+\delta)}$, so that:
a) Coarse field $\varphi_{r}$ for each box is small $(\leq \delta k r \log 2)$.
b) LBM associated with fine field $\psi$ crosses each box within time $s^{2-\delta}$, with probability at least $s^{\delta}$.
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## Lemma (Ding-Zhang-Z. '17, based on Ding-Zhang '16)

Fork large enough, there exists a path of neighboring $s=2^{-k r}$-boxes connecting $x$ and $y$, of total number $2^{k r(1+\delta)}$, so that:
a) Coarse field $\varphi_{r}$ for each box is small $(\leq \delta k r \log 2)$.
b) LBM associated with fine field $\psi$ crosses each box within time $s^{2-\delta}$, with probability at least $s^{\delta}$.

Forcing LBM through sequence, can check that total time is $\sim t$ while probability is at least $e^{-1 /\left(t^{1+\gamma^{2} / 2+\epsilon}\right)}$.
Upper bound uses a complementary percolation estimate: can't find a better path.
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## Convergence

Main idea: exploit sub-additivity.

- Write GFF as integral of white noise againts Brownian heat kernel.
- Localize GFF.
- Truncate GFF at appropriate scales by controlling variability of field.
- Move to diadic grid.
- Apply sub-additivity (requires a percolation argument due to variability of end-points)
- Relate LBM to graph distance by controlling heat kernel on chose paths.

