of the quantized version of the classical sound field. Then
\[ k \cdot \nabla \psi_0 = (k \cdot \nabla \psi_0) \exp \left[ \frac{i}{4} \sum_{i<j} \delta U(r_{ij}) \right] + \frac{i}{2} \sum_{i<j} k \cdot \nabla \psi_0 \delta U(r_{ij}) \psi_0. \]  
\( (27) \)

The analysis and conclusions represented by Eqs. (16)–(25) are still valid if (a) \( \delta U \) is identified with \( U \) in Eq. (20) with \( b = mc/\pi^2 \hbar_0 \) and (b) the summands in \( C(r_{12}, \cos(r_{12}, k)) \) generated by \( k \cdot \nabla \psi_0 \) and \( k \cdot \nabla \psi_0 \) contribute nothing to the leading term in the asymptotic formula of Eq. (12). Statements (a) and (b) are highly plausible sufficient conditions for the variance of \( H \) to be small in the sense defined by Eq. (24). To avoid possible misunderstanding, we state explicitly that \( \phi_0 \) is certainly not a product function of the type defined by Eq. (15).
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We continue our investigation of the time evolution of a one-dimensional system of hard rods. At \( t=0 \) there is one particle with a specified position \( r' \) and velocity \( v' \), and the remainder are in "equilibrium." Since in this system collisions merely interchange velocities, the "equilibrium" velocity distribution \( h_0(\nu) \) need not be Maxwellian. Exact solutions are obtained for the time-dependent one-particle position-velocity distribution function \( f(r-r', t/t') \). We investigate in particular the averaged positional part of \( f \), viz., \( G(r-r', t) \), which is the time-dependent pair correlation function whose space-time Fourier transform \( S(k, \omega) \) describes coherent neutron scattering in realistic systems. It is shown that \( S(k, \omega) \) does not generally contain modes corresponding to sound propagation. The exceptions are systems with discrete velocity distributions.

In the latter case the space Fourier transform \( \chi(k, \nu) \) of \( G(r, t) \) is rigorously a sum of simple damped oscillations. An exact kinetic equation for the time evolution of \( f \) is derived and investigated. Also found is an approximate kinetic equation which, however, gives exact values of \( S(k, \omega) \).

---

**I. INTRODUCTION**

IN a previous paper\(^1\) we investigated some of the non-equilibrium properties of a one-dimensional system of hard rods. We were particularly interested in the time evolution of the self-distribution \( f_s(r, r', t/t') \). This is the distribution function of a labeled (test) particle of the system starting, at \( t=0 \), from the origin with a velocity \( v' \). The system is assumed to be in equilibrium at \( t=0 \), subject to this restriction on the test particle. Since in this system collisions merely interchange velocities, "equilibrium" corresponds to a random distribution of particle positions (with the restriction that the distance between the centers be larger than \( a \), the hard rod diameter), and a velocity distribution which is a product of individual particle velocity distributions \( h_0(\nu) \), with \( h_0(\nu) \) an arbitrary, positive, even function of \( \nu \) normalized to unity. When the labeled (test) particle has itself a velocity distribution \( h_0(\nu) \), then its position distribution at time \( t \),

\[ G_s(r, t) = \int d\nu \int d\nu' f_s(r, r', t/t') h_0(\nu'), \]  
\( (1.1) \)

has the significance of the time-dependent self-distribution function introduced by Van Hove for neutron scattering.\(^2\)

In this paper, we shall be interested in the total one-particle distribution function of the system under the same initial conditions as before. This function \( f(r, r', t/t') \) is the density of particles at position \( r \) with

---


\(^2\)L. Van Hove, Phys. Rev. 95, 249 (1954).
velocity $v$ when one particle was initially at the origin with velocity $v'$. In terms of the symmetric $N$-particle Gibbs ensemble distribution function $\mu(x_1, \cdots, x_N; t/y_0)$, $x_i$ standing for the position and velocity coordinates of the $i$th particle (we think here of a system of $N$ particles on a line of length $L$ and later take the thermodynamic limit $N \to \infty$, $L \to \infty$, $\rho = N/L$ fixed),

$$f(y_1/y_0) = N \int dx_1 \cdots \int dx_N \chi_{\mu(x_1, \cdots, x_N; t/y_0)} \delta(x_1 - y_0),$$

(1.2)

where $y_i = (x_i, v_i)$, $y_0 = (0, 0)$. The distribution $\mu$ satisfies the Liouville equation with the initial condition

$$\mu(x_1, \cdots, x_N; 0/y_0) = \sum_{i=1}^{N} \mu(x_1, \cdots, x_N) \delta(x_i - y_0)/f_1(y_0),$$

(1.3)

where

$$f_1(y_0) = N \int dx_1 \cdots \int dx_N \mu_0(x_1, \cdots, x_N) \delta(x_i - y_0)$$

(1.4)

and $\mu_0(x_1, \cdots, x_N)$ is the equilibrium ensemble density. If $\mu(x_1, \cdots, x_N; t/y_0)$ is the distribution at time $t$ with the initial condition

$$\mu(x_1, \cdots, x_N; 0/y_0) = N \mu_0(x_1, \cdots, x_N) \chi_{\delta(x_i - y_0)/f_1(y_0)},$$

(1.5)

then

$$f(y_1/y_0) = \sum_{i=1}^{N} \int dx_2 \cdots \int dx_N \mu_0(y_1, x_2, \cdots, x_N; t/y_0)$$

(1.6)

$$= f_1(y_1) + f_d(y_1/y_0),$$

(1.7)

where

$$f_1(y_1) = \int dx_2 \cdots \int dx_N \mu_0(y_1, x_2, \cdots, x_N; t/y_0),$$

$$f_d(y_1/y_0) = \sum_{i=1}^{N} \int dx_2 \cdots \int dx_N \mu_0(y_1, x_2, \cdots, x_N; t/y_0)$$

(1.8)

$$= (N - 1) \int dx_2 \cdots \int dx_N \mu_0(y_1, x_2, \cdots, x_N; t/y_0).$$

The position distribution function $G(r,t)$, that is, the density at $r$ at time $t$ when the particle at the origin at $t=0$ has the same velocity distribution $h_0(v)$ as the other particles,

$$G(r,t) = \int dr' \int dr'' f(r,t/r'') h_0(r''),$$

(1.9)

is the time-dependent spatial correlation whose spacetime Fourier transform $S(k,\omega)$ gives the coherent neutron scattering:

$$S(k,\omega) = \frac{1}{2\pi} \int dt e^{ikr - i\omega t} \{G(r,t) - \rho\}.$$  

(1.10)

In Eq. (1.10), $G(r,t) = G(r, -t)$ and $\rho$ is the average number density which $G(r,t)$ must approach as $r \to \infty$ or $t \to \infty$. For $t=0$

$$f(r,v,0)/v' = \delta(v-v') \delta(r) + \rho g(r) h_0(v)$$

(1.11)

and

$$G(r,0) = \delta(r) + \rho,$$

(1.12)

where $g(r)$ is the equilibrium radial distribution function. $g(r) \to 1$ for distances beyond the molecular correlation length which, away from phase transitions, is of the same order as the range of the interparticle potential—this is equal to $a$ for hard rods. The time evolution of $G(r,t)$ thus represents the dissipation of a microscopic density fluctuation.

A most striking result that we find in the study of the one-dimensional hard-rod system relates to the case where $h_0(v)$ is the sum of two $\delta$ functions,

$$h_0(v) = \frac{1}{2} \{ \delta(v - c) + \delta(v + c) \},$$

(1.13)

when, in the thermodynamic limit,

$$\chi(k,t) = \int dr e^{ikr} \{G(r,t) - \rho\}$$

(1.14)

satisfies rigorously a simple damped harmonic oscillator equation

$$\partial^2 \chi(k,t)/\partial t^2 + \Omega^2(k) \chi(k,t) + R(k) \partial \chi(k,t)/\partial t = 0.$$  

(1.15)

Here we have

$$\Omega^2(k) = c^2(k^2 - 1)(k,0),$$

(1.16)

with

$$(xk,0) = 1 + \rho \int dr e^{ikr} (g(r) - 1),$$

and

$$R(k) = 2nc(1 - \cos ka) = c^2(1 - \cos ka)/D,$$

(1.17)

where

$$n = \rho/(1 - \rho) = \rho g(a), \quad D = c^2/2n.$$

(1.18)

$D$ is the diffusion constant.

When the velocity distribution function consists of a sum of $\delta$ functions at velocities $\pm c_j$, $j=1, \cdots, n$, then $\chi(k,t)$ is the sum of $n$ damped oscillatory terms satisfying a partial differential equation of order $2n$. In the
particular case where \( n=2 \), \( c_1=0 \), and \( c_3=c \neq 0 \), we obtain one diffusional mode (zero frequency) and one damped sound mode. For a continuous \( h_0(\nu) \), e.g., a Maxwellian distribution of velocities, there are no simple damped oscillations in \( \chi(k,\omega) \).

Equation (1.15), which is a rigorous irreversible equation arising from reversible dynamical equations in the thermodynamic limit, is of striking simplicity. We shall now discuss briefly the structure of \( \Omega(k) \) and \( R(k) \) to see if an equation like (1.15) can be used as an approximation for \( \chi(k,\omega) \) in higher dimensions. First, for small values of \( k \),

\[
X^{-1}(k,0) \sim \frac{d\beta p}{d\rho} = (1+n\omega)^2 = (1-\rho a)^{-2},
\]

where \( p \) is the pressure and \( \beta \) is \( \langle \nu^2 \rangle = \sigma^2 \) for this system, so that

\[
\Omega(k) \rightarrow uk \quad \text{as} \quad k \rightarrow 0,
\]

with \( u \) the isothermal speed of sound (the mass of the particles has been set to unity here). The form of \( \Omega^2(k) \) has a simple intuitive interpretation even for large \( k \). As shown elsewhere,\(^3\)

\[
X^{-1}(k,0) = 1 - \rho C(k) = \frac{\delta A}{\delta \rho} \delta \rho_{-\omega}, \quad (1.19)
\]

where \( C(k) \) is the direct correlation function, \( A \) is the Helmholtz free energy in an equilibrium system considered as a function of the nonuniform density \( \rho(r) \) (produced by an external potential) whose Fourier transform is

\[
\rho_k = \langle \hat{\rho}_k \rangle' = \langle \sum_i e^{i\vec{k}\cdot\vec{r}_i} \rangle'.
\]

\( \hat{\rho}_k \) is the Fourier transform of the microscopic density operator and the prime indicates that the average is taken over a nonuniform ensemble. \( \chi(k,\omega) \) itself may of course also be written as

\[
\chi(k,\omega) = \frac{1}{N} \langle \hat{\rho}_k(\omega) \hat{\rho}_{-\omega}(0) \rangle
\]

\[
= \frac{1}{N} \sum_i \langle e^{i\vec{k}\cdot\vec{r}_i} e^{-i\omega t} \delta(r) \rangle, \quad (k \neq 0), \quad (1.20)
\]

the average now being taken over a uniform equilibrium ensemble. We may thus think of the increase in the free energy, due to the nonuniform density,

\[
\delta A = \frac{1}{2} \sum_k \{1 - \rho C(k)\} \delta \rho_k \delta \rho_{-k}, \quad (1.21)
\]

as providing the restoring force for bringing the system back to uniformity. [The term \( \sigma^2 k^2 = \langle \nu^2 \rangle k^2 \) in \( \Omega^2(k) \) is essentially the reciprocal of the mass associated with the \( \delta \) normal mode.]

The damping term \( R(k) \) is much more difficult to interpret in a way in which it can be generalized to other systems. First we note that when \( k \) is equal to an integral multiple of \( 2\pi/a \), \( R(k) \) vanishes and \( \chi(k,\omega) \)

has a nondecaying oscillatory behavior. This is certainly an artifact of the model [indeed, it is not true when \( h_0(\nu) \) is different from a \( \delta \) function]. For small \( k \),

\[
R(k) \sim \frac{\epsilon^2 k^2}{2D},
\]

which is to be compared with the sound damping \( (\frac{\gamma}{\eta} + \xi) k^2 \) obtained from hydrodynamics in three dimensions, where \( \gamma \) is the coefficient of shear viscosity and \( \xi \) of bulk viscosity.\(^4\)

A similar situation arises in the analysis of the self-part of \( \chi(k,\omega) \), \( \chi_k(\omega) \), related to incoherent neutron scattering.\(^5\) For this model, with the \( \delta \)-function velocity distribution, \( \chi_k(\omega) \) also satisfies a damped oscillator equation with

\[
\Omega_{\omega}^2(k) = \sigma^2 k^2, \quad R(k) = \sigma^2/D. \quad (1.22)
\]

One way of generalizing the frequency and friction coefficients is to consider the behavior of \( \chi(k,\omega) \) [and \( \chi_k(k) \)] for short times. When the interaction potential between the particles is continuous, all odd derivatives of \( \chi(k,\omega) \) vanish as \( t \rightarrow 0 \). For hard-core potentials, on the other hand, \( \partial^3 \chi(k,0+)/\partial t^3 \neq 0 \), which together with the general result that \( \partial^3 \chi(k,0+)/\partial t^3 = -k^2 \langle \nu^2 \rangle \) can be used to determine \( \Omega(k) \) [leading again to Eq. (1.16)] and \( R(k) \). Such determination of \( R(k) \) does not, however, lead in general to the correct asymptotic behavior of \( \chi(k,\omega) \) for large \( t \). Indeed, the assumption that \( \chi_k(\omega) \) satisfies the damped harmonic-oscillator equation (1.15) with \( R \) and \( \Omega \) defined in (1.22) implies that the velocity autocorrelation function \( \Psi(t) \) has a simple exponential decay.

The general form of the time-dependent velocity and spatial distributions for the one-dimensional system of hard rods is derived in Sec. II. The spatial part is then computed explicitly for some forms of \( h_0(\nu) \) in Sec. III. In Sec. IV we discuss the asymptotic form of \( S(k,\omega) \) for small \( k \) and \( \omega \) and show that it will have hydrodynamical type of behavior only for the case where \( h_0(\nu) \) contains some \( \delta \) functions. There is thus no hydrodynamical regime for a one-dimensional system of hard rods with a Maxwellian distribution of velocities. In Sec. V we derive a kinetic equation for the time evolution of \( f(\tau,\nu,\lambda) \), the total distribution at time \( t \) when there was initially one particle with an arbitrary distribution of position and velocity and the rest had their equilibrium distribution. Due to the initial conditions, this equation is linear in \( f \) and has the property, since collisions merely interchange velocities, that \( h(\nu) f = \int d\nu f(\nu,\nu) \) is independent of time. We also consider low density and "molecular chaos" type of approximations to \( \partial f(\nu,\lambda)/\partial t \) and show that the latter yields the exact \( S(k,\omega) \).

II. FORM OF \( f(\tau,\nu,\lambda/\nu) \) AND \( S(k,\omega) \)

In the derivation\(^1\) of \( f(\tau,\nu,\lambda/\nu) \) use was made of the fact that \( f_\nu \) depends on the density \( \rho \) and the diameter \( a \) of the rods only through the combination \( n = \rho/(1-\rho a) \),


i.e., the only length appearing in the problem is the effective interparticle distance given by \( r^{-1} - a = a^{-1} \). Thus \( f_j \) has the same form for finite \( a \) as it would have for \( a = 0 \), impenetrable point particles. When \( a = 0 \), the dynamics of the whole system is identical, except for the relabelling of particles during a collision, to the dynamics of an ideal gas where the particles pass each other without interaction. We thus had a simple algorithm, first developed by Jepsen,\(^4\) for finding \( f_{ij} \). The situation is a bit more complicated in computing \( f \). Here we have to take into account explicitly the fact that in a collision of particles with diameter \( a \) having velocities \( v \) and \( v' \) there is a jump, by displacement \( \pm a \), in the locations of the particles with these velocities. Indeed, this is the only effect which makes the time evolution of \( f \) different from that of an ideal gas. For \( a = 0 \), there is no such difference and

\[
f(r,v,t,v') = \rho_0 \delta(v-v') \delta(v-v').
\]

The hard-core system is in fact most readily analyzed by setting up a correspondence between it and the trivial point core system. Suppose that we consider a rigid box from \( O \) to \( L = Nl \), containing \( N \) free particles \( X_1, \ldots, X_N \). If \( X(j) \) denotes the \( j \)-th ordered particle, then the \( X(j) \) move as a set of zero-diameter hard cores. Now define

\[
x_j = X(j) + \left(j - \frac{1}{2}\right)a
\]

in a box from \( O \) to \( L \). The only effect has been to place an additional space between successive particles

\[
x_{j+1} - x_j = X(j+1) - X(j) + a
\]

(and \( \frac{1}{2}a \) for each wall). The irreducible length \( a \) thus represents a hard core, and corresponding to each dynamical state of the cores, \( x_j \) is a dynamical state of the coreless \( X(j) \) and hence a state of the free particles \( X_j \). Our only problem is that of establishing the order or relative position of a labeled free particle \( X_j \). But this is just one more than the number of particles to the left of \( X_j \); hence setting

\[
e(x) = 1 \text{ for } x > 0
\]
\[
= \frac{1}{2} \text{ for } x = 0
\]
\[
= 0 \text{ for } x < 0,
\]

we have

\[
order \ of \ X_j = \sum_{i=1}^{N} \epsilon(X_j - X_{j+1}) + \frac{1}{2}.
\]

We conclude that the relation

\[
x_j = X(j) + a \sum_{i=1}^{N} \epsilon(X_j - X_i)
\]

transforms the set of free particles to the set of core center positions.

The evaluation of \( f(r,v,t,v') \) is most easily performed in Fourier \( k \) space. In taking the thermodynamic limit it is more convenient to define

\[
f(k,v,t,v') = \frac{1}{N h_0(v')} \int dR f_{ij}(R + \frac{1}{2}r, v, t; R - \frac{1}{2}r, v', 0),
\]

i.e., to average over the center of mass. Since the two-particle distribution function is given by

\[
f_{ij}(r,v,t; r', v', t') = \sum_{i,j} \langle \delta(r - x_i(t)) \delta(v - v_i(t)) \times \delta(r - x_j(t')) \delta(v - v_j(t')) \rangle,
\]

we have

\[
f(k,v,t,v') = \int dr e^{iku} f(k,v,t,v') = \frac{1}{N h_0(v') \sum_{i,j} \langle \delta(v - v_i(t)) \delta(v - v_j(t')) \rangle}
\]

or by virtue of (2.5)

\[
f(k,v,t,v') = \frac{1}{N h_0(v')} \sum_{i,j} \langle \delta(v - v_i(t)) \delta(v - v_j(t')) \rangle \times \exp \left( ik \sum_{i=1}^{N} \left[ \epsilon(X_i(t) - X_i(t)) - \epsilon(X_i(0) - X_i(0)) \right] \times \delta(v - V_i(t)) \times \delta(v - V_j(t)) \right).
\]

If we insert the free-particle equations of motion

\[
X_i(t) = X_i + V_i t, \quad V_i(t) = V_i
\]

[where \( X_i(0) = X_i \) and \( V_i(0) = V_i \)], and separate the \( i = j \) and \( i \neq j \) terms, and then choose \( i = 1 \), \( j = 2 \), Eq. (2.9) becomes

\[
X_i(t) = X_i + V_i t, \quad V_i(t) = V_i
\]

and

\[
X_i(t) = X_i + V_i t, \quad V_i(t) = V_i
\]

(2.10)

---

The expectation with respect to particle \( s \) in (2.10) is of the form
\[
\langle \exp \{ ika[y(x - x, -tV_s) - \varepsilon(x - x)] \} \rangle_{x, y, s} = (1 + i \sin \alpha \varepsilon(x - x, -tV_s)) \bigg\langle (1 - \cos \alpha \varepsilon(x - x, -tV_s)) \bigg\rangle_{x, y, s}
\]
\[
= (1 + \frac{i \sin \alpha \varepsilon(x - x, -tV_s)}{L - Na} \langle y(x - x, -tV_s) \rangle_{x, y, s} - \frac{(1 - \cos \alpha \varepsilon(x - x, -tV_s)) \langle y(x - x, -tV_s) \rangle_{x, y, s}}{L - Na}. \tag{2.11}
\]

If we assume that \( \langle V_s \rangle_{y, s} = 0 \) and define
\[
\mu(w) = \langle |w - V| \rangle = \int dV \mu(V) |w - V|, \tag{2.12}
\]
(2.11) becomes finally
\[
1 + \frac{i \sin \alpha \varepsilon(x - x, -tV_s)}{L - Na} \langle y(x - x, -tV_s) \rangle_{x, y, s} - \frac{(1 - \cos \alpha \varepsilon(x - x, -tV_s)) \langle y(x - x, -tV_s) \rangle_{x, y, s}}{L - Na} \tag{2.13}
\]
It follows that as \( N \to \infty \) with \( N/L = \rho \), (2.10) reduces to
\[
f(k, \nu, t; \nu') = \theta(-\nu') \exp \bigg\{ \frac{i}{h_0(\nu')} \int dX e^{ikX} F(nt, ka, s) \bigg\}
\]
where
\[
F(t, ka, s) = e^{-\frac{1}{2} \alpha(1 - \cos \alpha)(s - \sin \alpha)}.
\]

The first term in (2.15) has a very simple interpretation in \((r, s)\) space where the term multiplying \( \delta(-\nu') \) can be written in the form
\[
\sum_{j=-\infty}^{\infty} P_j(r, s) \delta(r - v - j).\tag{2.16}
\]

\( P_j(r, s) \) is the probability that a particle starting from the origin with velocity \( s \) will have transferred at time \( t \) its velocity to its \( j \)th neighbor. Similarly, the second term can be decomposed into \( j \)th neighbor pairs.

The Laplace transform of (2.15) yields
\[
\mathcal{L}(k, s; \nu, s') = \int_0^{\infty} dt e^{-st} f(k, \nu, t; \nu') = \delta(-\nu') A(r, s)
\]
\[
+ nh_0(\nu) \int_0^{\infty} dw A(s, w)e^{ika[s(-\nu') - \varepsilon(\nu - w)]}, \tag{2.17}
\]
where
\[
A(s, w) = [\alpha(k) \mu'(s) - i \beta(k)]^{-1} \tag{2.18}
\]
and
\[
\alpha(k) = n(1 - \cos \alpha), \quad \beta(k) = k + n \sin \alpha. \tag{2.19}
\]

The space-time distribution \( G(r, t) \) is defined in (1.9). Its Fourier space and Laplace time transforms are given by
\[
X(k, s) = \int dr e^{ikr} G(r, t)
\]
\[
= \int dV \mu(V) |w - V|, \tag{2.20}
\]
and
\[
\mathcal{X}(k, s) = \int dt e^{-st} X(k, t)
\]
\[
= \int dV \mu(V) |w - V|, \tag{2.21}
\]
Using (2.15) and (2.17), we find after some manipulations
\[
\mathcal{X}(k, s) = -k^2 \int_0^{\infty} \mu'(s) - i \beta(k) |(\alpha(k) \mu'(s) - i \beta(k))^{-1}| \tag{2.22}
\]
and
\[
\mathcal{X}(k, s) = -k^2 \int_0^{\infty} \mu'(s) \frac{h_0(\nu)}{[\alpha(k) \mu'(s) - i \beta(k)]^2 + \alpha(k) \mu'(s)} \tag{2.23}
\]
where use has been made of the relation
\[
\mu''(s) = 2h_0(\nu). \tag{2.24}
\]
When \( h_0(\nu) \) has a \( \delta \)-function peak at some velocity \( \nu = \epsilon \) so that \( \mu'(s) \) is discontinuous at \( \epsilon \), the denominator in (2.22) and (2.23) is to be interpreted as the product
\[
[\alpha(k) \mu'(s = \epsilon) - i \beta(k)] [\alpha(k) \mu'(s = -\epsilon) - i \beta(k)].
\]

\(^*\) See note following Eq. (5.5).
The coherent scattering function $S(k,\omega)$ is given by

$$S(k,\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dt \ e^{-i\omega t} X(k,\{t\})$$

$$= \left(1/e\right) \text{Re} \hat{X}(k,\omega). \quad (2.25)$$

It is seen from (2.22) and (2.23) that $X$ will have a certain kind of semi-periodicity in $k$ with period $2\pi/a$ since $\alpha(k)$ and $\beta(k)$ are periodic in $k$. Furthermore, when $k = 2\pi j/a$ with $j$ an integer (unequal to 0), $\alpha(k) = 0$ and $\chi(k,\ell)$ may have no damping for some $h_0(\ell)$ (cf. next section). This is almost certainly an artifact of the one-dimensional hard-rod system where the equilibrium

$$X(k,0) = k^2/\left[\alpha^2(k) + \beta^2(k)\right] \quad (2.26)$$

has the same properties.

The function $\mu(v)$, together with the velocity-independent functions $\alpha(k)$ and $\beta(k)$, determine the time evolution of $X(k,\ell)$. Physically, $\mu(v)$ is the rate at which a particle with velocity $v$ will collide with its neighbors when these are in equilibrium, i.e., have a velocity distribution $h_0(\ell)$ and a density at contact $n = \rho g(\ell)$. We have no direct method for determining $\alpha(k)$ and $\beta(k)$. It is true that if $\mu(v)$ is the Laplace transform of the spatial correlation function $g(r)$, then

$$\mu(k) = \left(n/\rho\right) \varepsilon^{-ik}\left[\alpha^2(k) + \beta^2(k)\right],$$

but there is no obvious extension of this result to three dimensions.

### III. Explicit Form of $S(k,\omega)$ for Special Distributions

As seen from Eqs. (2.22) and (2.23), the form of $X$ is determined by $\mu(v)$. Before discussing some general properties of $X$, we shall give here explicit expressions for $X$ for several different velocity distributions $h_0(\ell)$. The simplest of these is a discrete distribution where the particles can only have velocities $\pm c$. We have

$$h_0(\ell) = \frac{1}{2} \left[\delta(v+c) + \delta(v-c)\right], \quad (3.1)$$

$$\mu(v) = \max\left[c, |v|\right], \quad (3.2)$$

and

$$X(k,\ell) = X(k,0) e^{-\alpha(k)\ell} \left[\cos \beta(k) \ell + \frac{\alpha(k)}{\beta(k)} \sin \beta(k) \ell\right], \quad (3.3)$$

where $X(k,0)$ is defined in (2.26). The corresponding $X(k,s)$ and coherent scattering function are given by

$$\hat{X}(k,s) = \frac{s + 2\alpha(k)c}{[s + \alpha(k)c^2 + \beta(k)c^2]} \quad (3.4)$$

and

$$S(k,\omega) = 2k^2\alpha(k)\pi^{-d} \left[\omega^2 + c^2[\alpha^2(k) - \beta^2(k)]\right]^{-d/2}$$

$$+ 4c\alpha(k)\beta(k)\omega^{-d/2}. \quad (3.5)$$

---


The more general discrete velocity distribution

$$h_0(\ell) = \frac{1}{2} \sum_{j=1}^{n} A \left[\delta(v+c_j) + \delta(v-c_j)\right] \quad (3.6)$$

is dealt with in Appendix A and we only write down here the result for the case $n = 2$ with $c_1 = 0$ and $c_2 = c$. For this case there is just one diffusion mode in addition to the oscillatory mode:

$$X(k,\ell) = \text{Re} \left[D_1(k)e^{-\lambda_1(\ell)} + D_2(k)e^{i\omega_1(\ell)} - \lambda_1(\ell)\ell\right] \quad (3.7)$$

and

$$S(k,\omega) = \frac{2\lambda_1(1+D_1 D_2)}{4\pi \lambda_1^2 + \omega_1^2}$$

$$+ \frac{(D_1 + D_2^*)\lambda_1 + i(D_1 + D_2^*)(\omega + \omega_1)}{\lambda_1^2 + (\omega + \omega_1)^2}$$

$$+ \frac{(D_1 + D_2^*)\lambda_1 - i(D_1 + D_2^*)(\omega - \omega_1)}{\lambda_1^2 + (\omega - \omega_1)^2}. \quad (3.8)$$

$\lambda_1, \lambda_2, \omega_1, D_1,$ and $D_2$ are defined in Appendix A. $S(k,\omega)$, calculated from (3.8), is shown in Figs. 1 and 2 with the parameters

$$\mu(0) = A e^{-1}, \quad n = a = 1, \quad A_2 = \frac{3}{2},$$

so that

$$\psi = \frac{3}{2}, \quad A_1 = \frac{1}{\sqrt{2}}, \quad \rho = \frac{1}{2}.$$

A very different kind of distribution, which was also investigated in Ref. 1, is a very long-ranged $\frac{1}{r^s}$ power distribution

$$h_0(\ell) = \frac{1}{r^s} \left[\mu(v) = (v^2 + v^2)^{-s/2}\right] \quad (3.9)$$

for which

$$\mu(0) = (\psi^2 + \psi^2)^{1/2}. \quad (3.10)$$

For this distribution the mean kinetic energy is infinite but the diffusion constant which depends on $\left<|v|\right>$ exists. We find

$$X(k,\ell) = X(k,0) e^{-\alpha(k)\ell} \left[\cos \beta(k) \ell + \frac{\alpha(k)}{\beta(k)} \sin \beta(k) \ell\right] \quad (3.11)$$

where $K_1$ is the modified Bessel function which has an exponential decay and no oscillatory character. Similarly,

$$S(k,\omega) = \frac{k^2}{\left[\alpha^2(k) + \beta^2(k)\right]^{3/2}} \left[\frac{\omega}{\left[\alpha^2(k) + \beta^2(k)\right]^{1/2}}\right]. \quad (3.12)$$

For the Maxwellian distribution $X$ cannot be calculated analytically. The results of numerical computation are given in Fig. 3. In these graphs the variables have been chosen in the following way:

$$\mu(0) = 1, \quad n = a = 1.$$

### IV. General Form of $S(k,\omega)$

The general form of $S(k,\omega)$ for real three-dimensional systems has been the subject of many experimental and
Fig. 1. $\pi k S(\kappa, \omega)$ as a function of $\omega/k$ at different values of $\kappa$ for the velocity distribution function 
$h_0(x) = \frac{1}{2} \delta(x + \frac{1}{2}) + \frac{1}{2} \delta(x - \frac{1}{2})$ and $n = a = 1$.

Fig. 2. $\pi k S(\kappa, \omega)$ as a function of $\omega/k$ at different values of $\kappa$ for the velocity distribution function 
$h_0(x) = \frac{1}{2} \delta(x + \frac{1}{2}) + \frac{1}{2} \delta(x - \frac{1}{2})$ and $n = a = 1$. 
theoretical investigations. Since the exact form of $S(k,\omega)$ is unobtainable for real systems or even for any two- or three-dimensional "model" fluids, various approximations of uncertain validity have been used in these investigations. Of particular interest has been the form of $S(k,\omega)$ for small values of $k$ and $\omega$ (Ref. 4) ($k^{-1}$ large compared with the "mean free path," $\omega^{-1}$ large compared with the velocity relaxation time, and $\omega/k$ fixed). The laws of macroscopic hydrodynamics are believed to govern the behavior of these "slowly varying" components. These laws result in a damped oscillatory sound mode and a diffusion mode.

For the one-dimensional system of hard rods there are no hydrodynamical equations [although the self-

\begin{align}
\pi k S(k,\omega) & = (k/\pi) e^{-\kappa/\pi} \\
\kappa & = 3\pi/2 \\
\kappa & = 2\pi \\
\kappa & = 5\pi/2 \\
\kappa & = \pi/2 \\
\kappa & = 3\pi/4 \\
\omega/k & = 1 \\
\omega/k & = 2 \\
\omega/k & = 3 \\
\omega/k & = 4
\end{align}

\begin{align}
\Phi & = \beta(k)\psi \\
\alpha & = \alpha(k)\mu
\end{align}

Now if $h_0(\psi) = 0$ for some range of $\psi$, $\hat{\chi}(k,s)$ can be extended to the left of $\ell$ and will be analytic in the whole $s$ plane when cuts are made along $l(s)$. [When $h_0(\psi)$ does not vanish identically for large $|\psi|$, the error made by cutting it off at some large velocity $v_0$ which leaves $\mu(\psi)$ continuous can presumably be made arbitrarily small for $Res > 0$ at $\alpha(k) \neq 0$.] The existence of damped oscillatory behavior for $\chi(k,t)$ will then depend on
whether \( \tilde{x}(k, s) \) has poles on \( l \). This in turn depends on whether \( \mu(v) \) has any discontinuities corresponding to a \( \delta \)-function peak in \( h_0(v) \).

When \( h_0(v) \) consists of a sum of \( \delta \) functions, \( X(k, d) \)

\[
S(x, y) = \frac{1}{2\pi(1+na)^2} \frac{A_1}{nc} \left\{ x^2 + x^n a^2 A_2 \right\}^{1/2} \left\{ y^2 - x^n a^2 A_3 \right\}^{1/2} (2A_4) \left[ \frac{1}{1+na} \right] \frac{A_5}{n a^2} \frac{A_6}{n a^2} \frac{A_7}{4y^2} \right\} \quad (4.2)
\]

with \( A_1 \) and \( A_2 \) the fraction of particles with \( v=0 \) and \( |v| = c \),

\[ A_1 + A_2 = 1, \]

and

\[ x = \omega/k, \quad y = n/k. \]

The form of (4.2) is very similar to that obtained from hydrodynamics in three dimensions.\(^9\) The reasons for the agreement of this distribution with hydrodynamical calculations and the lack of such behavior for "smooth" distributions are not entirely clear to us at present. The general form (2.23) represents a weighted distribution of frequencies and relaxation times along the curve \( l \). The density of zeros is determined by the shape of \( l \), particularly by its curvature. Now while the analytic character of \( S(k, \omega) \) depends very much on the precise form of \( h_0(v) \), it seems reasonable to expect that the general "shape" of \( S(k, \omega) \) for real \( k \) and \( \omega \) will only depend on the general shape of \( h_0(v) \), i.e., any \( h_0(v) \) with a maximum at \( v=0 \) and \( v=\pm c \) will produce a similar shaped curve. It is perhaps possible to conjecture that the situation might be somewhat similar in higher dimensions where \( \mu(|v|) \) is always singular at \( v=0 \) and \( h_0(|v|) \), which is Maxwellian, has a peak on some characteristic speed dependent on the temperature, thus giving rise to the characteristic hydrodynamical peaks.

V. KINETIC EQUATION FOR \( f \)

As noted in the Introduction, the only effect of collisions is to interchange the velocities of the colliding particles. The usual BBGKY hierarchy equation describing the time evolution of the singlet distribution \( f(r, \tau, t) \) will thus take on the form

\[
\frac{\partial f(r,v_1,t)}{\partial t} + v \frac{\partial f(r,v_1,t)}{\partial r} = \int dv' |v-v'| \left[ f_2(r, v; r+a, v'; t) \delta(v'-v) - f_2(r, v; r-a, v', t) \right. \delta(v-v') + \left. f_2(r, v'; r+a, v; t) \delta(v-v') - f_2(r, v'; r-a, v; t) \delta(v'-v') \right], \quad (5.1)
\]

where \( f_2(r_1, r_2; r_3, r_4; t) \) is the usual time-dependent two-particle distribution function computed from the same ensemble density as \( f \). It is seen from (5.1) that when \( f_2 \) is spatially uniform, i.e., \( f_2 \) depends only on \(|r_1 - r_2|\),

will be a sum of damped oscillators. Hence, when there is a \( \delta \) function at \( v=0 \) and \( v=\pm c \), there will be just one diffusive and one "sound" mode and we obtain in the hydrodynamical limit

\[
\frac{1}{(2A_4)(1+na)^2} \frac{A_5}{n a^2} \frac{A_6}{n a^2} \frac{A_7}{4y^2} \right\} \quad (4.2)
\]

then the right-hand side of (5.1), the collision term, vanishes.

Following our procedure for the self-distribution function, we shall now construct a kinetic equation for \( f(l) \) with a non-Markovian collision operator which will give \( \partial f(l)/\partial t \) in terms of \( f(l') \) for \( t' \leq t \). This can be done either by solving explicitly for \( f_3(l) \) or by noting that due to our initial condition for \( \mu \) [Eq. (1.3)], the nonasymptotic part of \( f(l) \), \( \eta(l) = f(l) - \rho v_0(l) \), depends linearly on its initial value \( \eta(0) \). Thus if we define as (1.2)

\[
f(y_1, t) = f(r_1, v_1, t)
\]

and let the initial value of \( \mu \) be given by a linear superposition of ensembles, of the type considered in (1.3),

\[
\mu(x_1, \cdots, x_n; 0) = \frac{1}{N} \sum_{i=1}^{N} \mu_i(x_1, \cdots, x_n; 0) f_0(y_0, t), \quad (5.3)
\]

then

\[
f(y_1, t) = \int d\rho(\rho_1(y_1, y_0) f_0(y_0, t))
\]

or

\[
f(r_1, v_1, t) - \rho v_0(t) = \eta(r_1, v_1, t)
\]

\[
= \int d\rho \int d\rho' T(r-r', v, l/v') f_0(r', v'; 0)
\]

\[
= \int d\rho \int d\rho' K(r-r', v, l/v') \eta(r', v', 0), \quad (5.4)
\]

and

\[
T(r_1, v_1, l/v') = f(r_1, v_1, l/v') - \rho v_0(l) \quad (5.5)
\]

is the inverse Fourier transform of (2.15).\(^9\) By carrying outgoing the passage to the thermodynamic limit in \( k \) space for \( k \neq 0 \), we have automatically subtracted the constant \( \rho v_0(l) \) term. Here \( f_0(r, v, 0) \) is essentially what corresponds to the self-distribution at \( t=0 \), i.e., there is one particle in the fluid whose initial distribution is given by \( f_0(r, v, 0) \) while the rest of the fluid is in equilibrium with respect to this particle. The "Green's func-

tion.”  $K$ may be found most simply in the form of an operator or matrix in $r$ and $v$ space by rewriting (5.4) in the form

$$\eta(t) = T(t)f_s(0) = T(t)[T^{-1}(0)\eta(0)] = K(t)\eta(0),$$

(5.6)

with $T^{-1}(0)$, the operator inverse to $T(0)$, given in (1.11). In the thermodynamic limit, the case that we are interested in,

$$\rho T(0) = \mathcal{G}(r-r'; v, v') = \rho \delta(r-r')\delta(v-v') + \rho \partial h_0(v)[g(r-r')-1]$$

(5.7)

and

$$\rho^{-1}T^{-1}(0) = \mathcal{G}^{-1} = \rho^{-1}\delta(r-r')\delta(v-v') - h_0(v)\mathcal{C}(r-r'),$$

(5.8)

where $\mathcal{G}$ is a generalization of the usual modified spatial Ursell function and $\mathcal{C}(r)$ is the direct correlation function.\(^{10}\)

We may now write down a linear equation for $\eta(t)$:

$$\partial \eta(r,v,t)/\partial t + \nabla \eta(r,v,t)/\partial r = \int dv' dv'' \int_0^t dt' \mathcal{B}(r-r', t-t'; v, v')\eta(r', v', t').$$

(5.9)

The form of $\mathcal{B}$ may be obtained, as in Ref. 1, by taking the Fourier space and Laplace time transforms of Eqs. (5.6) and (5.9). Then

$$\tilde{\eta}(k,v,0) = \int dv' \mathcal{K}(k,v; v') \eta(k,v',0) = \mathcal{K}\eta(k,v,0),$$

(5.10)

$$(s-ikv)\tilde{\eta}(k,v,s) = \eta(k,v,0) + \int dv' \mathcal{B}(k,v; v')\tilde{\eta}(k,v',s)$$

(5.11)

or

$$\mathcal{B} = s-ikv - \mathcal{K}^{-1},$$

(5.12)

where $\mathcal{B}$, $\mathcal{K}$, $s$, and $v$ are operators in velocity space, with

$$\mathcal{K}^{-1} = T(0)T^{-1}$$

(5.13)

according to (5.6). The script letters are used to represent the Laplace transforms of the functions or operators. We can then write

$$\mathcal{B} = T(0)\mathcal{B}' + (1-T(0))(s-ikv),$$

(5.14)

where

$$\mathcal{B}' = (s-ikv) - \mathcal{K}^{-1}.$$  

(5.15)

Putting

$$\mathcal{B}'(k,v; v') = \left[\mathcal{S} - ikv - A^{-1}(v,v')\right]$$

(5.16)

and

$$\mathcal{T}'(k,v; v') = A(v,v)\delta(v-v')$$

(5.17)

where $\mathcal{W}(k,v; v')$ is defined by Eq. (2.17), we find that $\mathcal{B}$ satisfies the equation

$$\mathcal{B}(k,v; v', v'') = \mathcal{W}(k,v; v')$$

$$\int dW \mathcal{W}(k,v; v,w)h_0(w)\mathcal{C}(k,v; w,v').$$

(5.18)

We may now attempt to expand the collision operator $\mathcal{B}$ in powers of the density (or of $n'$):

$$\mathcal{B}(k,v; v', v'') = n\mathcal{B}_1(k,v; v', v'') + O(n'^2),$$

or

$$B(r-r', t-t'; v, v') = nB_1(r-r', t-t'; v, v') + O(n'^2).$$

(5.19)

We then find that the “Boltzmann” collision operator $\mathcal{B}_1$ is independent of $s$, which means that in the time domain $B_1$ has a $\delta$ function in $t-t'$ and hence the equation corresponding to (5.9) with $\mathcal{B}_1$ instead of $\mathcal{B}$ is Markoffian. More explicitly,

$$\mathcal{B}_1(k,v; v', v'') = h_0(v)[\delta(v-v')(1-\cos k\alpha) + i(v-v')\sin k\alpha]$$

(5.20)

It is seen from (5.20) that $\mathcal{B}_1$ (and this is true also for $\mathcal{B}$) vanishes when $k=0$, i.e., when $\mathcal{B}$ is spatially homogeneous.

Since the operator (5.20) represents the instantaneous collision or Boltzmann approximation, it can be obtained in an alternative manner. To emphasize the short-time development in (5.6), we may write it instead as

$$\partial \eta(r,t)/\partial t = T(0)f_s(0),$$

(5.21)

thereby implying the kinetic equation

$$\partial \eta(r,t)/\partial t = \left[T(0)T^{-1}(0)\right] \eta(0).$$

(5.22)

The kinetic operator is thus local in time but time-dependent. If the approximation is made that the ensemble maintains the special form of the initial ensemble, then the transition operator may be replaced by $T(0)T^{-1}(0)$, where $T^{-1}(0)$ is given by (5.8). We call this approximate collision operator $\mathcal{B}$:

$$\mathcal{B} = T(0)T^{-1}(0) - ikv,$$

(5.23)

$\mathcal{B}$ will, of course, be exact at $t=0$, and since $B_1$ is independent of $t$, we must have

$$\mathcal{B} = nB_1 + O(n'^2)$$

and

$$B_1 = B_1.$$  

Carrying out explicitly the time derivative of $T$ in (5.5), we find

$$T'(k,v,0,v') = \left[i\partial k - a_0(v')\right] \delta(v-v')$$

$$+ nh_0(v)[\delta(v'-v) + (\delta(k\alpha - 1))v' + (\delta(k\alpha - 1))\delta(v'-v)]$$

(5.24)

10 See, for example, Ref. 3, p. II-58.
Inserting (5.8), we have
\[
\tilde{B}(v,v+iv) + i\tilde{B}(v,v) = \delta(v-v') [i\beta v - \alpha \mu(v')] + h_0(v) \alpha [v-v'] - i\beta v' - i\beta k + k\rho C(k)v.
\]  
(5.25)

Observing that
\[
\tilde{B}^2(1 - \rho C(k)) = \alpha^2 + \beta^2,
\]  
(5.26)
we see that (5.20) and (5.25) are indeed identical to first order in \(n\).

The solution of (5.11) with either the kernel \(\eta_{0k}\) of (5.20) or with (5.25) can now be found without difficulty. Equation (5.11) becomes explicitly
\[
[s - i\beta v + \alpha \mu(v)]\tilde{\eta}(k,v,s) = \eta(k,v,0) + h_0(v) \int_{-\infty}^{\infty} dv' \times [\alpha |v-v'| + ikv - i(\beta - k)v'] \tilde{\eta}(k,v',s),
\]  
(5.27)
where \(\lambda = \beta - k\) or \(k [1 - \rho C(k)] - \beta\) in the two cases. Dividing by \(h_0(v)\), differentiating twice, and using \(h_0(v) = \frac{\alpha}{k''(v)}\), we obtain
\[
\frac{\partial^2}{\partial v^2} \left( \frac{s - i\beta v + \alpha \mu(v)}{h_0(v)} \right) \tilde{\eta}(k,v,s) = \frac{\partial^2}{\partial v^2} \left( \frac{\eta(k,v,0)}{h_0(v)} \right) + \left( \frac{\partial^2}{\partial v^2} \frac{s - i\beta v + \alpha \mu(v)}{h_0(v)} \right) \tilde{\eta}(k,v,s),
\]  
(5.28)
which in the form
\[
\frac{\partial}{\partial v} \left( \frac{s - i\beta v + \alpha \mu(v)}{h_0(v)} \right) \left( \frac{\partial}{\partial v} \frac{\tilde{\eta}(k,v,s)}{h_0(v)} \right) - \left( \frac{\partial^2}{\partial v^2} \frac{s - i\beta v + \alpha \mu(v)}{h_0(v)} \right) \eta(k,v,0) = \frac{\partial^2}{\partial v^2} \left( \frac{\eta(k,v,0)}{h_0(v)} \right)
\]  
(5.29)
can be solved at once:
\[
\tilde{\eta}(k,v,s) = c_1 + c_2 \int_{-\infty}^{\infty} dv' [s - i\beta v' + \alpha \mu(v')]^{-2} \eta(k,v,0) + \int_{-\infty}^{s} dv' [s - i\beta v' + \alpha \mu(v')]^{-2} \int_{-\infty}^{s} dv'' \times [s - i\beta v'' + \alpha \mu(v'')] \frac{\partial^2}{\partial v''^2} \left( \frac{\eta(k,v'',0)}{h_0(v'')} \right).
\]  
(5.30)

The constants \(c_1\) and \(c_2\) can be determined from (5.27).

Consider the special case of the development of space correlations:
\[
\chi(k,s) = \int_{-\infty}^{\infty} dv \tilde{\eta}(k,v,s),
\]  
(5.31)
with
\[
\eta(k,v,0) = \left( k^2 / (\alpha^2 + \beta^2) \right) h_0(v) = \chi(k,0) h_0(v).
\]  
(5.32)

We have
\[
\tilde{\eta}(k,v,s)/h_0(v) = c_1 + c_2 \int_{-\infty}^{s} dv' [s - i\beta v' + \alpha \mu(v')]^{-2}.
\]  
(5.33)

By integrating by parts, it follows that
\[
\int_{-\infty}^{\infty} dv \tilde{\eta}(k,v,s) = c_1 + c_2 \frac{(s - i\beta)}{2\alpha} \int_{-\infty}^{\infty} dv \times [s - i\beta v + \alpha \mu(v)]^{-2}
\]  
(5.34)
and
\[
\int_{-\infty}^{\infty} dv v \tilde{\eta}(k,v,s) = c_1 \frac{(s - i\beta)}{\alpha^2 + \beta^2} \int_{-\infty}^{\infty} dv \times [s - i\beta v + \alpha \mu(v)]^{-2}.
\]  
(5.35)
Now, in order to determine \(c_1\) and \(c_2\), we let \(v \to \infty\) in (5.33), obtaining
\[
[s - i\beta v + \alpha \mu(v)] \tilde{\eta}(k,v,s)/h_0(v) \to [s + (\alpha - i\beta)v] \chi(k,0)
\]  
\[
\times c_1 + c_2 \frac{(s - i\beta)}{2\alpha} \int_{-\infty}^{\infty} dv \times [s - i\beta v + \alpha \mu(v)]^{-2} - c_2 / (\alpha - i\beta),
\]  
(5.36)

to be compared with
\[
[s - i\beta v + \alpha \mu(v)] \tilde{\eta}(k,v,s)/h_0(v) \to \chi(k,0)
\]  
\[
+ v (\alpha + i\lambda) \int_{-\infty}^{\infty} dv \tilde{\eta}(k,v,s)
\]  
\[
- [\alpha + i(\beta - k)] \int_{-\infty}^{\infty} dv v \tilde{\eta}(k,v,s).
\]  
(5.37)
Hence
\[
[c_1 + c_2 s] s - i\beta = \chi(k,0) - [\alpha + i(\beta - k)]
\]  
\[
\times \int_{-\infty}^{\infty} dv v \tilde{\eta}(k,v,s),
\]  
(5.38)
and
\[
[c_1 + c_2 s] (\alpha - i\beta) = (\alpha + i\lambda) \int_{-\infty}^{\infty} dv \tilde{\eta}(k,v,s),
\]  
where
\[
z = \int_{-\infty}^{\infty} dv [s - i\beta v + \alpha \mu(v)]^{-2}.
\]  
(5.39)
The equations (5.38) can be solved for \(c_1\) and \(c_2\) using (5.34) and (5.35):
\[
c_1 = \frac{\chi(k,0)}{s - \frac{ik}{\alpha^2 + \beta^2} \frac{z_s}{2\alpha} [\alpha - i(\beta - k)]}
\]  
(5.40)
and
\[
c_2 = \frac{\chi(k,0) - \frac{z_s}{\alpha^2 + \beta^2} [\alpha - i(\beta - \alpha - i\lambda)]}{\alpha + \frac{z_s}{\alpha^2 + \beta^2} [\alpha - i(\beta - \alpha + i\lambda)]}
\]  
(5.41)
Then from (5.31) and (5.34),
\[ x(k, t) = \frac{\chi(k, 0)(a^2 + b^2)^2a}{\{2ak(\lambda + \beta) + s(a^2 + b^2)[(a - i\beta)(a + i\beta - ik) + i\beta(a + \lambda)]\}}. \]  
(5.42)

Choosing the full Boltzmann operator \( \hat{B} \),
\[ \lambda = \hbar[1 - \rho C(k)] - \beta \]
and
\[ (k, t) = (k^2/2\alpha)z, \]
which is the exact result.

*Note added in proof.* It turns out that the kinetic equation with the "short-time" collision operator \( \hat{B} \)
[Eq. (5.23)] is *exact* for arbitrary initial condition \( \eta(0) \).

We are now investigating a similar equation in three dimensions.
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**APPENDIX**

For the discrete velocity distribution
\[ h_0(\nu) = \sum_{j=1}^{n} A_j \delta [\nu - (c_j + \delta(v + c_j))], \]
(A1)

with
\[ c_n > \cdots > c_{m+1} > c_m > \cdots > c_1 > 0 \]
and
\[ \sum_{j=1}^{n} A_j = 1, \]
(A2)

we find
\[ \mu(\nu) = \int_{-\infty}^{\infty} dw \ h_0(\nu) |w - \nu| = \sum_{j=1}^{n} A_j \max [c_j, |v|]. \]
(A3)

For \( t > 0 \), from Eq. (3.7),
\[ \chi(k, t) = \frac{\hbar^2}{\alpha(k)} \text{Re} \int_{-\infty}^{\infty} dw \ e^{i\nu t \hat{B}(k) - \mu(w) t \alpha(k)} \]
(A4)

Since
\[ \mu(w) = \sum_{j=1}^{n} A_j c_j \text{ for } 0 \leq w \leq c_1 \]
\[ = w \sum_{j=1}^{m} A_j + \sum_{j=m+1}^{n} A_j c_j \text{ for } c_m \leq w \leq c_{m+1} \]
\[ = w \text{ for } c_n \leq w, \]
the \( w \) integration in (A4) can be done to give
\[ \chi(k, t) = \text{Re} \sum_{m=1}^{n} D_m(k) e^{i\nu_m(k) t - \lambda_m(k) t}, \]
(A5)

where
\[ w_m(k) = c_m \beta(k); \quad \lambda_m(k) = \mu(c_m) \alpha(k) \]
(A6)

and
\[ D_m(k) = -A_m k^2 [\alpha(k) \sum_{j=1}^{m-1} A_j - i\beta(k)]^{-1} \]
\[ \chi[\alpha(k) \sum_{j=1}^{m} A_j - i\beta(k)]^{-1} \]
(A7)

for \( 1 < m \leq n \), with
\[ D_1(k) = -A_1 k^2 [\alpha(k) \alpha(k) - i\beta(k)]^{-1}. \]

\( \chi(k, t) \) is thus a superposition of damped oscillations and satisfies a linear differential equation in time.

The prototype \( \delta \)-function distribution (3.8) is obtained by putting \( A_1 = 1, c_1 = c \) so that \( \lambda_1(k) = \alpha(k) \) and \( \nu_1(k) = c\beta(k) \). Another interesting case is
\[ h_0(\nu) = A_1 \delta(v) + A_2 \delta(v - \delta(v + c)), \]
(A8)

with
\[ c_1 = 0, \quad c_2 = c, \quad \text{and } A_1 + A_2 = 1. \]

Then
\[ \lambda_1 = A_2 \alpha(k), \quad \nu_1 = 0 \]
and
\[ \lambda_2 = \alpha(k), \quad \nu_2 = c\beta(k), \]

so that
\[ \chi(k, t) = \text{Re} [D_1(k) e^{-\lambda_1 t} + D_2(k) e^{i\nu_2 t - \lambda_2 t}]. \]
(A9)