What is physics? To me—growing up with a father and mother both of whom were physicists—physics was not subject matter. The atom, the troposphere, the nucleus, a piece of glass, the washing machine, my bicycle, the phonograph, a magnet—these were all incidentally the subject matter. ... Physics was a point of view that the world around us is, with effort, ingenuity, and adequate resources, understandable in a predictive and reasonably quantitative fashion. Being a physicist is a dedication to a quest for this kind of understanding.
As with many of the people we honor at these events, John has been honored before, has served our community, ...

and used to be a bit younger.*

*Photo from the Emilio Segrè Visual Archives @ AIP.
Keywords: Middle age | three-quarter view | Suits (clothing) ...
Perhaps less obviously, he enjoys the open ocean,

and is remarkably comfortable in a tuxedo.
The operators $a_{k\lambda}$* are exactly the photon creation operators of the usual Maxwell field while the $b_{k\lambda}$* are creation operators for the polarization field. The polarization field “particles” analogous to photons will be called “polaritons.”

Thank you, Al. I have done my best to repay you through similarly nurturing another generation of independent students. (JJH, 2014)
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... a paper that had a picture of balls coupled by springs ... Balls and springs were pretty much the only thing he understood until he went horribly non-linear with neural networks.

Steve Girvin (2014)
His behind the scenes role in some other developments should get mention. He was there and involved in the whole story of the x-ray anomaly, the Kondo solution etc. He assigned Mahan the problem in the first place, he was in Cambridge with me when Yuval and I solved it, but somehow his name never appeared on the papers.

This spectrum is the calculated shape of an x-ray transition between two levels on an atom placed in a Fermi sea of infinite extent. Whereas one might have expected a $\delta$-function line plus an electronic excitation wing, there is no $\delta$-function component, but only a one-sided wing as in Fig. 1(b). The absence of a $\delta$-function part is due to the orthogonality of the Fermi-sea ground state with $V(r)$ to the initial ground state (the "orthogonality catastrophe").

[A personal historical note. I ran into the orthogonality problem through questions of zero-bias anomalies in tunnelling. The basic argument of Hall et al. on zero-bias anomalies was incorrect, but could have been correct if the electron-phonon coupling ($\tilde{\eta}$) had been infinite. A search (much later) for possible infinite coupling constants turned up the Fermi gas "orthogonality catastrophe". When an attempted application of this to tunnelling proved uninteresting the subject was dropped.]

This Comment on the nature of the theory would not be complete without noting one last reason for theoretical interest in this problem; namely, that the Kondo problem of a magnetic impurity in a Fermi gas can be related to an iterated x-ray problem.
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Kinetic Proofreading: A New Mechanism for Reducing Errors in Biosynthetic Processes Requiring High Specificity
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Chapter III: Thinking about the brain

Neural networks and physical systems with emergent collective computational abilities
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\[ V_i \rightarrow 1 \quad \text{if} \quad \sum_{j \neq i} T_{ij} V_j > U_i \]

\[ V_i \rightarrow 0 \quad \text{if} \quad \sum_{j \neq i} T_{ij} V_j < U_i \]

Suppose we wish to store the set of states \( V^s, s = 1 \cdots n \). We use the storage prescription (15, 16)

\[ T_{ij} = \sum_s (2V_i^s - 1)(2V_j^s - 1) \quad [2] \]

The model has stable limit points. Consider the special case \( T_{ij} = T_{ji} \), and define

\[ E = -\frac{1}{2} \sum_{i \neq j} T_{ij} V_i V_j \quad [7] \]
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Consider the case of two odors and two processing cells. The scale of the odor vectors is arbitrary, as is the scale of the functions $a_k(t)$. Each odor vector $S_1$ and $S_2$ has two components, one of which can in each case be picked as "1" to define the arbitrary scale. The two odor vectors can therefore be taken to be

\[
S_1 = \begin{pmatrix} 1 \\ a \end{pmatrix} \quad S_2 = \begin{pmatrix} b \\ 1 \end{pmatrix}
\]  

[2]

Odor 1 thus excites processing cell 2 with strength $a$ relative to its excitation of cell 1. The components $a$ and $b$ will be assumed to be positive, although this is not essential. From Eq. 1

\[
I_1(t) = a_1(t) + a_2(t)b \quad I_2(t) = a_1(t)a + a_2(t).
\]  

[3]

At any single time $t$, the measurement of $I(t)$ yields two equations in four unknowns—namely, $a_1(t)$, $a_2(t)$, $a$, and $b$. They cannot be determined from two equations. Adding more sampling times does not help, for each new sampling time $t'$ introduces two more equations and two more unknowns, $a_1(t')$ and $a_2(t')$. The problem is unsolvable in the general case.

There are, fortunately, a variety of circumstances under which the functions $a_k(t)$ are less than completely general and which lead to an ability to solve for all the desired information. The simplest of these is the case in which the fluctuations with time of one odor are not correlated with the fluctuations of the other odor.
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Three key ideas are embedded in the modeling. First, in circumstances for which a network of simple neurons has activity dynamics characterized by an attractor surface, adapting can produce a continuing exploration on that surface. Second, when an activity trajectory has been experienced that achieves a desired “mental” goal, synaptic learning produces an ability to mentally repeat that intended trajectory. Third, this repetition controls the motor system in such a fashion that the physical path taken corresponds to the path described by the trajectory of mental activity. The modeling is loosely based on some of the most salient facts about the rodent hippocampus.
There is, of course, much more.

A few words from friends.

John, in his own words:
Chapter IV